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13 Highlights

14  A numerical model is proposed for seasonal thermal energy storage (STES) couple with solar collector

15  The model is featured as relatively high computational speed and accuracy

16  An analysis on technical planning and operational design for the STES is offered

17  The key parameters for system design and control are investigated with instructive results 

18 ABSTRACT：

19 Seasonal thermal energy storage (STES) systems are a key component in expanding the share of renewables in 

20 energy programs because they provide schedulability and flexibility. However, such a large-scale system requires 

21 careful planning to avoid high investment costs. Therefore, numerical models are becoming increasingly important 

22 as an alternative. This paper develops a numerical model of STES coupled with solar collector. The model was 

23 verified based on the experimental data of the Huangdicheng Project in China. The results show that the relative 

24 error in the charging mode and discharging mode is only 1.57% and 0.46%, respectively. Then, the effects of 

25 different charging and discharging mode on the heat storage efficiency of the tank and the efficiency of solar collector 

26 systems in STES were studied. The study found that in the initial charging stage, the water temperature rise curve 

27 caused by different flow rates is very different. In the design of the collector-storage area ratio, the relatively 

28 economical collector-storage ratio of this model is around 3768L/m2. The selection of different proportions of 

29 discharging energy in the discharge stage has a great impact on the heat storage efficiency of the system in the next 

30 year. Moreover, the influence of different depth-diameter ratios of the tank on the system heat storage efficiency is 

31 discussed in detail, which has important guiding significance for model application and system analysis. This paper 

32 provides some references for the scale design and operation optimization of cylindrical STES.
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36 1. Introduction

37 Heat shortage and smog pollution are inevitable problems in traditional heating systems, especially in 

38 underdeveloped areas [1]. Seasonal thermal energy storage (STES) is therefore essential for district heating systems 

39 as they can flexibly integrate various fluctuating renewable energy sources [2-4]. Some ambitious targets are 

40 proposed in the Portugal National Energy and Climate Plan 2030 (NECP 2030) and the Roadmap for Carbon 

41 Neutrality 2050 (RCN 2050). Due to its wide distribution and huge reserves, solar energy is a promising renewable 

42 energy, which will play an important role in carbon neutralization. Considering that the building energy consumption 

43 accounts for 21% of the total commodity energy consumption, and the space heating consumes 21% of the building 

44 energy, it is natural and necessary to develop a solar District heating(SDH) technology suitable for buildings, which 

45 is also in line with the proposal of clean heating in northern China[5,6] [5-7].

46 According to the different storage media, STES can be divided into sensible heat storage, latent heat storage 

47 and chemical energy storage [7-11], Among them, sensible heat storage is still the most commonly used type of 

48 STES [7]，Concerning STES for SDH systems, four main types exist in commercial applications, including tank 

49 TES (TTES), pit TES (PTES), borehole TES (BTES), and aquifer TES (ATES) as shown in Fig. 1.

50 PTES are simple systems that store hot water in very large excavated basins with an insulated lid. The sides

51 and bottom are typically covered by polymer liners. The water can also be stored in artificial tanks made of reinforced 

52 concrete or stainless steel constructed, so these systems may also be called TTES, However, TTES has some 

53 problems, such as high cost, high insulation demand, small volume, etc. BTES are similar to geothermal heat 

54 exchange systems with a carrier fluid circulated through a closed-loop pipe network installed in vertical boreholes 

55 backfilled with sand bentonite. A key limitation of BTES is their relatively low heat extraction efficiency[12]. ATES 

56 systems fill the watertight plastic liner with a gravel-water mixture that serves as the storage material. Heat is charged 

57 into and discharged out of the storage medium either by direct water exchange or by plastic piping installed in 

58 different layers inside the pool. The gravel-water mixture has a lower specific heat than water alone; therefore, the 

59 basin volume has to be approximately 50% larger than an equivalent water pit heat storage system to obtain the same 

60 heat storage capacity [11,13]. The PTES is currently the most reliable and widely used seasonal heat storage system. 

61 Since the surface area does not increase, a larger amount of storage increases storage efficiency [13,14].The 

62 operating parameters of some STES are given in Table 1.
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63

64 Fig 1 Four types of seasonal sensible heat storage systems

65

66 Table 1

67 STES operating parameters

Location Building time Volume(m3) Heist Temperature (℃) Total heat loss (%/MWh /a)

Lambohov 1980 10000 70 40 / 250

Herlev 1991 3000 85 - / 80

Ottrupgaard 1995 1500 60 30 / 85

Marstal 2012 75000 85 48 / 2908

Dronninglund 2013 62000 85 41 / 2260

Huangdicheng 2018 3000 67 38/62

68

69 Current simulation tools for PTES can be divided into three categories: (a) computational fluid dynamics (CFD) 

70 for part-level modeling, (b) simplified 2D/3D numerical methods for system-level modeling and(c) Long-time multi-

71 system coupling research on STES system by using software such as TRNSYS et al. CFD/COMSOL has been widely 

72 used in detailed studies of PTES, where almost all factors can be considered in such numerical models, including 

73 the thermal properties of storage, design and geometry, surrounding soil conditions, and heat and mass transfer 

74 mechanisms[15-17].

75 Fan et al. developed a CFD model to simulate the real-scale PTES in Marstal (75,000 m3). Several typical 

76 operation conditions were considered in the investigations to study the thermal performance of both the storage and 

77 the surrounding soil region [18]. Bai developed a finite-difference model to study the water storage and thermal 

78 stratification of a 3000 m3 underground pit in Huangdicheng, which was validated with experimental data[13]. Based 

79 on the Seasonal Ground Heat Storage (XST) model in TRNSYS, Pan et al. proposed an improved two-dimensional 

80 model to experimentally and theoretically study the long-term thermal properties of 60,000 m3 PTES in 

81 Dronninglund, and analyzed the five-year measurement results to study development of temperatures, heat flows, 

82 and thermal stratification in heat storage[15].

83 Calculations using software such as CFD/COMSOL are usually very time-consuming; therefore, all these 

84 studies are either based on short-term analyses or only consider as aan alternate modesalternate mode. 

85 CFD/COMSOL studies of STES are impractical in most cases. But for PTES, some parameters change over several 
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86 months. Generally, it takes four to six years for a pit to reach a steady state. On the other hand, as part of the SDH, 

87 the simulation of the energy system should take into account the effects of relevant components such as solar fields, 

88 heat pumps and district heating (DH) networks [19]. The current CFD/COMSOL simulation, as an independent 

89 model, is too complex to build a compatible platform to calculate the thermal performance of the system.

90 The engineering equation solver (EES) tools are widely used for system-level simulation. In these models, the 

91 PTE is simplified to reduce the computational effort. However, these simplified models either simplify the water 

92 region in the pit or simplify the boundary conditions of the soil region, which will cause the model to deviate from 

93 the real operating conditions. M.jradi et al employed the lumped capacity models to calculate buried STES, which 

94 usually neglects the inner water temperature distribution in the storage[20]; Kubinski et al. built a fully hybrid PTES 

95 dynamic model to calculate the overall thermal performance of the Vojens SDH system in Denmark. This also differs 

96 far from the actual situation[21].

97 The TRNSYS environment is widely used to carry out system-level simulations due to its vast component 

98 library. Several coarse models were developed for buried TES, such as XST, Ice Pit thermal energy storage (ICEPIT), 

99 and Under-Ground Seasonal Thermal Storage (UGSTS) models. S.Raab et al, integrated the validated XST-model 

100 into a TRNSYS model to calculate the thermal behavior of the solar assisted district heating system in Hannover in 

101 2002. The deviations between measured and calculated heat quantities do not exceed 5%[22].Pan et al, carried out a 

102 modified 2D model to calculate the thermal performance of the large-scale PTES based on the XST model in 

103 TRNSYS. The results showed that the developed model predicts well the storage temperatures and the heat flows[15].

104 But considering the details of STES and the entire DSH system, it is not easy to perform coupled simulations over 

105 the long term. Since only a few large-scale PTES are running, it is difficult to validate and modify existing models 

106 due to limited experimental data.

107 In the literature review, it can be seen that related research either simplifies the calculation of soil region or 

108 water region in the STES model to achieve rapid analysis, but this simplification is often deviated from reality. 

109 However, when using computational fluid dynamics software such as CFD/COMSOL for simulation, large time 

110 scale simulation becomes a luxury. Due to the complexity of components, TRNSYS software also requires careful 

111 control and a lot of time when running and analyzing STES.

112 Therefore, in this study, we propose a simplified numerical model that can be used to describe the operation of 

113 STES considering the solar collector component, the pit domain including the water region and surrounding soil 

114 region, and the heating component. Through this study, a comprehensive discussion of the influence of different 

115 parameters on STES is carried out for a 10000m3 cylindrical pit., In the charging mode, we discuss in detail the 

116 influence of the input end about the input flow and collector area on the heat storage efficiency of the system; In the 

117 discharging mode, we carefully analyzed the influence of the output end on the heat storage performance of the 

118 system with respect to the flow, heating temperature difference and operation duration. This may guide a better 

119 design and control of STES in further research and practice. and an in-depth understanding of the limitations and 

120 improvements of the model is provided to provide a reference for the rapid planning and design of the STES. It will 

121 also provide useful tools and guidance to further promote the development of STES.

122 2. Method and model

123 2.1. Overview of methods

124 Since the heat transfer between the water and the surrounding soil in a STES belongs to different domains, their 

125 temperature field solutions should be solved separately. The control equations and boundary conditions are different, 
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126 and once the analytical results of these two components are obtained, the overall simulation of the STES system can 

127 be performed by connecting the heat transfer of water and soil through the temperature boundary of the pool wall. 

128 For the soil heat transfer, the pool heat flow is used as the heat source and the soil temperature can be updated by 

129 time step simulation. Then, for the heat transfer in the pool water, the updated soil temperature can be used as an 

130 important thermal boundary for the water heat transfer. In the model building and calculation a one-dimensional heat 

131 transfer model is used for the water body model in STES, and a two-dimensional heat transfer model is used for the 

132 soil heat transfer.

133 Considering the one-dimensional heat transfer in the pit water, many previous studies have made important 

134 contributions that paved the way for this research. The current problem with the one-dimensional heat transfer of the 

135 water in the pool is that the pure one-dimensional heat transfer between the layers of the water body have inconsistent 

136 heat dissipation rate, it is difficult to avoid the situation where the lower water body is hotter than the upper water 

137 body, which is not in line with the reality of the situation. Considering the heat transfer in water region inside the 

138 pool, lots of studies previously made critical contributions which paved the way for this study. Dahash et al neglected 

139 this item in the one-dimensional heat transfer model of the pool, which is suitable for simulation in the charge mode 

140 of the pool when the top is well insulated or even adiabatic[23]. Fabian Ochs et al proposed to replace the water 

141 thermal conductivity term in order to improve the thermal conductivity of water and thus exclude the inverse 

142 thermocline[24]. The method used in this paper to deal with the anti-thermocline is to calculate the temperature 

143 sequence of each layer of the water within one-time step. For the place where the bottom layer temperature is higher 

144 than the upper layer water, the two layers of water are fused into an isothermal layer, and are checked and calculated 

145 from the bottom layer of the pit at one time-step, this is reasonable in practice. Theoretically, when the water 

146 temperature in the lower layer is higher than that in the upper layer, they will be mixed under the action of gravity 

147 until the temperature is the same. It should be noted that this mixing takes time, so it has certain requirements for 

148 the calculated time step and the calculated water layer volume

149 Due to the cylindrical shape of the pit, it can be regarded as a two-dimensional rotational symmetrical figure to 

150 deal with the heat transfer of the soil.

151 Finally, the numerical model outside and inside the pool are incorporated with the solar collector model. It 

152 should be noted that within each time step, steady state heat transfer model of fluid is solved and the pool wall 

153 temperature is updated by transient soil heat transfer model, because the time step usually is one hour, which is 

154 sufficient for fluid to reach steady state within this time interval.

155
156 Fig 2 Schematic of STES
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157 2.2. Numerical analysis

158 Based on the following assumptions, a simplified numerical model of a cylindrical underground pit with a 

159 radius of 15m, a depth of 16m and a total volume of 11304m3 was developed for rapid calculation, as shown in Fig. 

160 2:

161 1)There is no scale or impurity on the surface of the pit that reduces the heat transfer rate.

162 2) The soil is homogeneous, and the influence of groundwater seepage and other factors on heat transfer is not 

163 considered.

164 3) The influence of temperature on physical parameters of the water is not considered.

165 4) The water in the pit at each height has the same temperature, and there is no temperature gradient in the 

166 radial direction[13,25].

167 5) The cover board has the same temperature, and there is no temperature gradient in the radial direction.

168 6) There is an air layer between the cover and the water surface. Due to sealing, the latent heat of water 

169 evaporation is small, and the air does not flow hardly flows, which is similar to solid heat transfer[13].

170 7) There are thermal insulation layer and concrete layer on the wall of the pool. Since the two are very small 

171 compared with the pool diameter, their physical properties are only used for calculating the thermal resistance.

172 8) Due to the symmetry of the cylinder, this paper takes half of the model to study.

173 2.2.1. Grid scheme

174

175 Fig 3 Mesh for the STES (1, 2 and 3 are typical heat transfer calculation units of the soil region)

176

177 With these assumptions, the water region with one top air layer in the STES can be simplified into a one-

178 dimensional model and a two-dimensional model of soil and concrete wall. There is an air layer of 0.3m thickness 

179 above the water in the pit. Above the air layer is a cover board of 0.3m thickness with thermal insulation property. 

180 The surrounding and bottom of the pool are built by a layer of 0.3m thick concrete layer. The water region is divided 
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181 into nodes on average. The nodes in the water layer are numbered from 1 to  from top to bottom, as shown 𝑛𝑤 𝑛𝑤 

182 in Fig. 3.

183 Compared with the diameter r and depth d of the STES, the thickness of the air layer, cover board and concrete 

184 layer is very small. So that when meshing, the physical existence is ignored, and it is only used as thermal resistance 

185 in heat transfer calculation.

186 (1), ,a g con
a g con 

ga conR R R
 

  
  

187 In order to facilitate the mesh division, a consistent mesh is used to divide the soil area within the one-year 

188 operation cycle. According to the needs of saving computing resources, or the change law of temperature gradient, 

189 a near dense and far sparse mesh can be set.

190 The heat loss from the pit can affect the temperature of a large amount of the surrounding soil. The radius of 

191 the soil area is 15m and the depth under the pit is also 15m to simulate the semi-infinite soil region. Therefore, the 

192 total radius of the whole calculation domain is , and the total depth is . 𝑅𝑎𝑑 = 𝑟 + 15 = 30𝑚 𝐷𝑒𝑝 = 𝐻 + 15 = 31𝑚

193 Temperature measuring points shall be arranged at the side, bottom and inclined bottom of the pit, as shown in Fig. 

194 4, the location and definition of temperature measuring points is listed in Table 2. The cloud chart of the 

195 measurement results shows that in the first year of operation, the edge area is not affected by the water temperature. 

196 Therefore, it is considered that the soil area is large enough and the semi-infinite boundary is appropriate. In case of 

197 multi-year operation . 𝑅𝑎𝑑 = 5𝑟;𝐷𝑒𝑝 = 5𝐻

198
199 Fig 4 Temperature measuring point of STES

200

201

202 Table 2

203 Location and definition of temperature measuring points
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Name Means Location

TGL1 to TGL4 Temperature measuring point on the bottom left of the pit As shown in Fig. 4

TGM1 to TGM4 Temperature measuring point on the bottom middle of the pit As shown in Fig. 4

TGR1 to TGR4 Temperature measuring point on the bottom right of the pit As shown in Fig. 4

TRU1 to TRU4 Temperature measuring point on the top right of the pit As shown in Fig. 4

TRM1 to TRM4 Temperature measuring point on the middle right of the pit As shown in Fig. 4

TRG1 to TRG4 Temperature measuring point on the bottom right of the pit As shown in Fig. 4

TOB1 to TOB4 Temperature measuring point on the obliquely down of the pit As shown in Fig. 4

204

205 2.2.2. Water region

206 There is a cover board with thermal insulation between the first layer of water surface and the outside air, and 

207 there is an air layer between the cover plate and the water surface. In the confined space of water surface and cover 

208 plate, the air layer flow is limited. In this case, the heat transfer of latent heat and mass transfer of water gasification 

209 is much smaller than that of sensible heat, so the calculation is ignored [13,26]。

210 In the 1-D Pit model, the mass of the water flowing in/out the tank is held conserved and, thus, the steady-state 

211 continuity equation for the water is given as follows: 

212 (2)in outm m m 

213 Therefore, the heat transfer equation of the first layer of water is calculated as follows:     

214 (3)                                                                                                                                                                                                                                ,

,
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215 The heat transfer coefficient between the ambient air and the soil, was calculated using McAdam’s formula evh

216 [27]

217 (4)0.78

5.4 3.8 , 4.9m/s
7.2 4.9m, / sev

u u
h

u u
 

  

218 When the pool is charged, the inlet charging water temperature is calculated by the collector efficiency 

219 formula, and the calculation formula is as follows[28]：

220 (5)
 4.45

0.744
g

ci ev
c

T -T
= -

I


221 (6), ( )g inc c p w co cic mQ CSin I T TA   

222 (7),,
wco in ci w nT T T T 
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223 Then, the energy equation for  node in the water region was given by:(1 )w w wk k n 
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225 The energy equation for the bottom node in the water pit was:

226 (9)
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227 Where:

228 (10)

,

,
( 1)

,
,

,

side side , ins,side side con side , soil side ,

1
2

w

w w w w

w w

w w

w

k H

s side
k H

w
side loss k

ins side c

w

on so

k

il

k

k k k

T

Q
T

A

dz

r
h A

H

A A
 

  







  








229 (11)

,

bot ins,bo c

,
0

l

,

t on soi

,1
2

w

pA

s bot p

p
bot loss

ins bot con soil

p p p p

w n

T dA

A
Q

T

h A A A
y

A
 

  





  



230 When the temperature of the lower water body is higher than that of the upper water body, the following 

231 mixing formula shall be followed：

232 (12)
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234 In the heat loss of the side and the ground, the weighted average temperature is used at the soil side. It is 

235 worth noting that at this time, the heat transfer at the bottom of the pool should be weighted according to the area, 

236 while the side can be weighted according to the simple length. This is because the heat transfer area of the bottom 

237 node increases with the distance from the column center. See Fig. 5 for details.

238 Fig 5 Schematic diagram of calculated area of the pit bottom

239

240 2.2.3. Soil region

241   In the heat conduction of the soil region, the temperature of nodes (i, j) in the soil area will depend on the heat 

242 conduction of adjacent nodes, as shown in Fig. 6. Take the heat transfer balance equation of three typical points for 

243 derivation.

244
245 Fig 6  Typical calculation unit 3 Node (i, j) and its neighbors in soil region

246

247 Thus, the energy balance for the node 1 in the soil was：
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248 (13)
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254 The energy balance for the node 2 in the soil was：

255 (18)2 ,

, 2, , 2, , 2, , 2,

22 2 2
, 2

ww nL R

L R L G U G R L R w bot U
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256 Where:

257 (19),
ins,bot con 

,1 ins bot c
w

on
bot

bot

R
h r r r

 


  
  

258 The energy balance for the node 3 in the soil was：

259 (20)3 3 3 3

, 3, , 3, , 3, , ,

3
, 3

3

L R U

L R L G U G R L R U G U

G
soil p soil

T T T T T T T T TC V
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260 Semi-infinite and symmetry boundary conditions. The boundary condition at the last node at the semi-infinite 

261 boundary in both the radial and axial directions was assumed to be an adiabatic boundary:

262 (21)
0 0

0; 0; 0
r r Rad z

T T T
r r z  

  
  

  

263 2.2.4. Solution method

264  In the real operation of the STES coupled with solar system, the energy collected from the sun will be stored 

265 in the water of the pit and then passed through a heat exchanger to provide heat to consumers. In this process the 
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266 heat transfer inside and outside the pit will be coupled. The entire procedure could be expressed by the flowchart of 

267 Fig. 7.

268 The hourly air temperature, radiation intensity and wind speed data measured in one year in Hebei are 

269 transferred to the curve and then input into the simulation. The physical properties of each component are shown in 

270 Table 3. The initial water temperature in the pit is 15 ℃, and the initial soil temperature is 10 ℃. Basically, for 

271 most numerical models, such as the finite difference method, appropriate time steps must be given to ensure the 

272 stable calculation of unsteady heat transfer problems. Larger time step can accelerate any type of simulation model, 

273 but it will also lead to unreasonable results of some numerical models. In order to test the robustness of the model, 

274 the typical energy release stage of the Huangdicheng project is used to test the operation of the Stes STES with 

275 different time steps.

276 Table 3

277 Thermal physical properties of the material in the experiment.

Material
Geometric 

dimension(m)
Density(kg/m3)

Thermal 

conductivity(W/m/℃)

Specific 

heat(J/kg/℃)

Cover plant 0.3 28 0.042 1500

Air 0.3 1.12 0.023 1005

Water ~ 980 0.69 4195

Concrete 0.3 2500 1.74 970

Soil ~ 1400 3.15 1600

278

279 Fig. 8 shows the comparison results between the numerical solution and the measured data of the project. As 

280 shown in Fig. 8, the time steps of 60s, 360s, 600s, 3600s and 6000s are used in the STES model, and the temperature 

281 scatter points almost overlap. In the discharging stage, the error decreases gradually with the increase of time. The 

282 reason is that there is some gap between the initial soil boundary conditions and the experiment. With the increase 

283 of time, the soil boundary tends to be stable and closer to the measured data. The overall results prove the robustness 

284 of the model and the effectiveness of long-term simulation of STES with large time step in order to improve the 

285 simulation efficiency. Based on this result and model robustness proof, in the long-term analysis and Simulation of 

286 STES, in order to save time, the time step is set to 1 hour, which is suitable for the requirements of section 3 and 

287 section4. 

288
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289 Fig 7 Modeling process and internal logical of numerical model for STES

290

291
292 Fig 8 Comparing simulation results of STES with experimental results

293 3. Model verification

294 In order to verify the validity and accuracy of the proposed model, the operation data of Huangdicheng project 

295 are used for verification. In the Huangdicheng project, the temperature measuring points of the water are located at 

296 the height of 4.25m, 2.65m and 0.25m from the bottom of the pit. In typical charge days and typical discharge days, 

297 there are standby conditions, so typical standby does not do specific verification. The initial water temperature of 

298 each layer was calculated by curve fitting with the in-route data points. The charging and discharging flow and 

299 temperature were collected by the data points in the figure. The meteorological conditions were based on the weather 

300 data files of the same period. On typic charging days (June 1, 2018 to June 8, 2018) the results are shown in the 

301 figure.

302 On a typical discharging mode day (October 11, 2018 to October 16, 2018) the results are shown in the figure 

303 below.

304 In the simulation, a time step of 60s was used to compare the water temperature of each time step with the 

305 measured curve through the simulation of 168h in the charging stage and 120h in the discharging stage of the model. 

306 The results are shown in Fig. 9 8 & Fig. 109. The simulation results are in good agreement with the measured ones. 

307 The analysis shows that the average relative error of the charging model is only 1.57%, and the average error 

308 temperature is 0.44℃ . The average relative error of the discharging model is only 0.46%, and the average error 

309 temperature is 0.24℃. Simulation errors come from two aspects :(1) the system parameters used in the model may 

310 be different from the actual situation; (2) For the convenience of calculation, the water heat transfer model adopts 

311 the quasi-dynamic model, assuming that the physical properties are unchanged. Considering the small simulation 

312 error, this model can accurately describe the water temperature change in STES.
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313 Fig. 10 shows the comparison results between the numerical solution and the measured data of the project. As 

314 shown in Fig. 8, the time steps of 60s, 360s, 600s, 3600s and 6000s are used in the STES model, and the temperature 

315 scatter points almost overlap. In the discharging stage, the error decreases gradually with the increase of time. The 

316 reason is that there is some gap between the initial soil boundary conditions and the experiment. With the increase 

317 of time, the soil boundary tends to be stable and closer to the measured data. The overall results prove the robustness 

318 of the model and the effectiveness of long-term simulation of STES with large time step in order to improve the 

319 simulation efficiency. Based on this result and model robustness proof, in the long-term analysis and Simulation of 

320 STES, in order to save time, the time step is set to 1 hour, which is suitable for the requirements of section 3 and 

321 section4.

322

323

324

325
326 Fig 9 8 Temperatures in the water pit during the typical charging mode days[13]

327

328

329
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330

331 Fig 10 9 Temperatures in the water pit during the typical discharging mode days[13]

332
333 Fig 8 10 Comparing simulation results of STES with experimental results

334 4. Analysis and discussion

335 In order to verify the influence of climate environment on STES, the data input of temperature, wind speed and 

336 radiation in Baoding city of Hebei Province in 2005 were selected to conduct simulation calculation. Baoding city 

337 belongs to the central heating region of north China, and is located in the plain adjacent to the metropolis, so it is 

338 appropriate to build STES district heating system here.
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339 4.1. Energy balance

340 4.1.1 Definitions

341 Heat loss at the top, sides and bottom is calculated using temperature data within each time step.

342 The heat loss from the top was calculated as:
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344 The heat loss from the side wall was calculated as:
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346 Here, is the number of the nodes in the water region and is the number of the nodes in the timing.𝑘𝑤 𝑘𝑡

347 The heat loss from the bottom was calculated as:
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349 The total heat loss from the water pit was then:

350 (25), , ,total loss top loss side loss bot lossQ Q Q Q   

351 Here,  is the energy input into the water pit during charging mode, which was calculated as:𝑄𝑐ℎ
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353  is the energy discharged from the water pit during discharging mode, which was calculated as: 𝑄𝑑𝑖𝑠𝑐
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355 is the internal energy change in the water pit, which was calculated as:𝛥𝑄𝑡
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357 Then, the water pit storage efficiency was defined as:

358 (29)disc

ch

Q Q
Q

  




 17 / 38

359 4.1.2 energy flow

360 In the initial setting of the system, the water temperature is 15℃, the soil temperature is 10℃, and the time step 

361 is 3600s. The point data were selected from the fitting curve of the annual temperature, radiation intensity and wind 

362 speed meteorological data of Hebei province in 2015. The initial operation time of the system's energy charging 

363 mode was set as April 1 after the end of northern heating, and the initial operation time of the energy discharge mode 

364 was set as November 15.

365 In the whole year operation of the system, the charging time is 225 days and the discharging time is 135 days. 

366 In the system charging condition, when the collector cannot heat the inlet water temperature of the collector, or the 

367 irradiation is zero, the system is in the standby condition, and vice versa. In the release of energy, the use of 10℃ 

368 temperature difference heating, from 16.00 p.m. every day to the next morning 8.00 operation, the whole day running 

369 for 16 hours. The specific data is plotted as follows:

370

371 Table 2 

372 The energy change of the water pit

Total-Loss Total-Rise Total-Out Total-In η

Total (MWh) 180 358 145 683 --

Fraction (%) 26.35 52.42 21.23 100 73.65

373

374

375 Table 3 

Fig 7 Hourly heat loss diagram of the pit
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376 Energy loss of the water pit

Top Side Bottom Total

Total (MWh) 13.91 134.44 31.74 180.09

Fraction (%) 7.73 74.65 17.62 100

377 Table 4 shows that in a complete operation cycle from 1st Day of the first year to 1st day of the second year, 

378 the solar collector system is charged with a total energy of 683MWh, of which the energy discharge is 145MWh, 

379 accounting for 21.23%; Water internal energy increased by 358MWh, accounting for 52.42%; The total heat loss 

380 through the top, side and bottom is 180MWh, accounting for 26.35%. System efficiency in the first year is 73.65%, 

381 which is slightly higher than the reported value of Hannover 3000 m3 pool (71.2%)[22].

382 Fig. 11 shows the top, side and bottom heat loss of the pit over time. As can be seen from the figure, The change 

383 of is mainly related to the temperature difference between the topmost water and the environment 𝑄𝑡𝑜𝑝 ― 𝑙𝑜𝑠𝑠

384  is mainly linearly related to the average temperature of the water; And is mainly linearly 𝑄𝑠𝑖𝑑𝑒 ― 𝑙𝑜𝑠𝑠 𝑄𝑏𝑜𝑡𝑡𝑜𝑚 ― 𝑙𝑜𝑠𝑠

385 related to the temperature of the bottom water. At the beginning,  is less than zero because the initial 𝑄𝑡𝑜𝑝 ― 𝑙𝑜𝑠𝑠

386 water temperature is lower than the ambient temperature. Among all heat losses of the pit, the top heat loss is 

387 13.91MWh, accounting for 7.73%. This is because the top has a well-insulated air layer, which makes the top account 

388 for the smallest heat loss. The total heat loss at the bottom is 31.74MWh, accounting for 17.62% of the total heat 

389 loss, because the bottom temperature is low throughout the operation stage. The side heat loss reached 134.44, 

390 accounting for 73.65%, which is the largest part of the entire system heat dissipation.
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391 4.1.3 Temperature change

392
393 Fig 8 Time-by-hour change of the water temperature in each layer of the pit

394 During operation, the water body is evenly divided into 16 layers, and the temperature changes of each layer 

395 are shown in Fig. 12. In the charging stage, the highest temperature of the water was the temperature of the first 

396 layer of water on September 23, and the temperature was 74.05°C. At the end of charging, the maximum temperature 

397 of the water is 67.20℃, the minimum temperature is 45.23℃, and the average water temperature is 58.74℃. After 

398 the discharging state, the maximum temperature of the water is 48.72°C, the minimum temperature is 38.52°C, and 

399 the average temperature is 43.63°C.

400 During the charging phase, the temperature of the upper water body sometimes decreases because the total heat 

401 charged is less than the total heat loss (including heat transfer between water bodies) at the same time. The charging 

402 energy decreases with the rise of the bottom temperature. In the later period, due to the high bottom temperature and 

403 the end of summer, the solar radiation intensity is insufficient, so the charging energy decreases rapidly after the 

404 start of October 1.

405 In the discharging stage, because the temperature difference of 10°C is used for heating, the temperature of the 

406 water body flowing into the system is higher than the temperature of the bottom water body, which soon causes the 

407 mixing of the lower water body. With the passage of time, the temperature of the influent water body decreases, and 

408 the thermal stratification between the water layers tends to be stable.
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409
410 Fig 9 Soil temperature changes on the side of the pit

411
412 Fig 10 Soil temperature changes at the bottom of the pit

413 Fig. 13 shows the temperature change of the soil measurement points on the side of the pit. Generally speaking, 

414 the temperature measuring points on the top layer are linearly related to the ambient air temperature because the 
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415 depth of the buried soil is shallow, but generally slightly higher than the air temperature. It's because of the heat 

416 transfer from the pit. The soil temperature within 12m close to the pool wall has a high correlation with the average 

417 temperature in the pool, but as the distance increases, there will be an obvious phase difference between the two. It 

418 can also be seen in Fig. 13 that the temperature measurement points of TRM1, TRM2 and TRM3 are not highly 

419 correlated with the air temperature change, which indicates that the influence of meteorological factors on the soil 

420 is about 8m in the one-year operation cycle.

421 Fig. 14 shows the temperature change of the soil measurement points at the bottom and obliquely below of the 

422 pit. Because the water temperature at the bottom of the pit is higher than the soil temperature all the time, the soil 

423 temperature in this area has been increasing in the early stage. When the water temperature at the bottom of the pit 

424 drops, the soil temperature within 5m close to the bottom of the pit will also slowly drop, but the soil temperature in 

425 further areas will slowly rise.

426 Fig. 15 shows the cloud diagram of soil temperature distribution at the end of charging stage and the whole 

427 cycle. With the extension of running time, the thermal influence radius of the pool expands.

428
429

430 Fig 11 Soil temperature distribution after charging and discharging stage

431

432 4.1.4. Stratification number and MIX number

433 The stratification number and the MIX number have both been used to evaluate the thermal stratification in the 

434 water pit of STES.

435 The stratification number is defined as the ratio of the mean temperature gradient in the water pit to the 

436 maximum mean temperature gradient in the water pit during the test period[29]:

437

438 (30)
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439 The average derivative is given by:
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441 During the entire operation, the maximum mean temperature gradient is:
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442 (32)
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443 Where Tw,max and Tw,min are the maximum and minimum water temperatures during the entire operation.

444 The MIX number is useful for evaluating the thermal stratification in a water pit at a specific time and ranges 

445 from 0 to 1 which reflects the degree of stratification independent of the working conditions[30]. 

446 (33)
stratified exp

stratified full-mixed
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447 Where  is the amount of internal energy in the pit water under the simulation situation, and its 𝑀𝑝𝑒𝑥𝑝

448 calculation formula is as follows:

449 (34)
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450 (35), , ,kw w kw kw p w w kwCE V T

451 The energy content of a perfectly stratified tank is assumed to be the same as that of the experimental water pit

452 In the perfectly stratified tank, the thermal stratification of the pit water is composed of two layers, and the 

453 temperature of the two layers of water body is the highest and lowest temperature in the simulation experiment at 

454 the same time.

455 (36)stratified exp stratified, hot stratified, cold E = E = E + E

456 (37)w p,w hot hot w p,w cold cold stratified C V T + V T = EC 

457 (38)hot cold V =V +V

458 (39)2
cold stratified V = R H

459 (40)
stratified stratified 

stratified stratified, hot stratified,cold 

H + H H
Mp = E + E

2 2

460 The energy content in a fully mixed tank is also assumed to be equal to the energy content in an experiment 

461 tank, and its calculation formula is as follows:

462 (41)full -mixed exp E = E

463 (42)
full -mixed 

full-mixed 

HE
Mp =

2
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464
465 Fig 16 Variation of stratification number and MIX number of water body in water pit

466 Due to the initial uniform temperature distribution of the water pit, the stratification number is equal to zero at 

467 the beginning, as shown in Fig. 16. Then, the solar collector will gradually charge the pool, so between April 1 and 

468 June 17, the stratification number increases from 0 to the peak value of 0.87. The stratification number is close to 

469 the report of Fernandez et al[29]. From June 17 to November 15, the stratification number gradually decreased from 

470 0.87 to 0.37, indicating that the mixing increased during the charging process. In this case, it is likely that the 

471 charging energy decreased and the temperature of the upper layer water decreased, resulting in the mixing between 

472 the upper water.

473 In the discharging phase, from November 15 to April 1 of the next year, the stratification number decreased 

474 from 0.37 to 0.17, and then gradually stabilized.

475 During the whole operation period, the variation trend of stratification number and MIX number is almost 

476 opposite, with the decrease of stratification number and the increase of MIX number, both of which reflect the 

477 decrease of thermal stratification of water body.

478 4.2. Impact of different depth diameter ratio

479 4.2.1 Definitions

480 In reality, the volume of STES is often planned according to the total load of the heating area, so it is necessary 

481 to keep the volume of STES unchanged and change the depth-diameter ratio to explore its heat storage characteristics. 

482 In this model, the depth of the initial pit is H=16m, the diameter is D=30m, and the total volume of the pit is 

483 11304m3. Under the condition that the model change keeps the volume as close to 11304m3 as possible, the 

484 following 6 Models are set as Table. 6.

485
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486

487 Table 4 

488 Parameters of different depth diameter ratio

Model1 Model 2 Model 3 Model 4 Model 5 Model 6

Height, H(m) 8 10 12 16 25 30

Diameter, D(m) 42 38 35 30 24 22

Area, A(m2) 3824 3460 3242 2920 2788 2832

Volume, V(m3) 11077 11335 11539 11304 11304 11398

H/D (-) 0.19 0.263 0.343 0.533 1.042 1.364

A/V（1/m） 0.345 0.305 0.281 0.258 0.247
0.249

489

490
491 Fig 17 Comparison of heat loss with different depth-diameter ratio
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492

493 Fig 18 Variation of stratification number and MIX number of different cases

494

495 As can be seen from Fig. 17, with the increase of the depth-diameter ratio, the total heat loss tends to decrease 

496 first and then increase, that is, there is an optimal depth-diameter ratio. In the small depth-diameter ratio model, the 

497 total and ratio of heat loss at the top and bottom of the pit are relatively large, because the smaller depth-diameter 

498 ratio means that the heat transfer area at the top and bottom is larger, and the smaller depth-diameter ratio also means 

499 that the thermal stratification of the water is reduced and the temperature of the water at the bottom of the pit is 

500 higher, which also increases the heat dissipation at the bottom. In Model1, the heat loss at the top and bottom 

501 accounts for 48.5% of the total heat loss of the model.

502 In the larger depth-diameter ratio, the proportion of side heat loss increases. In Model6, the side heat loss 

503 accounts for 88.3% of the total heat loss of the model.

504 As shown in Fig. 17, in models with different depth-diameter ratios, the total internal energy of water does not 

505 change much, but with the increase of depth-diameter ratio, the total energy charged will also increase. This is 

506 because a higher depth-diameter ratio means a lower bottom temperature, which is conducive to improving the 

507 efficiency of solar collector. As shown, the relatively optimal value of in this simulation is around 0.343, At 𝐻/𝐷 

508 this ratio, the system efficiency reaches the highest 74% of the models. When the depth-diameter ratio exceeds this 

509 value, the system efficiency will drop sharply as the aspect ratio increases.

510 It can be seen from Fig. 18 that Model3 has a relatively low MIX number and a relatively high Stratification 

511 number, which indicates that a reasonable thermal stratification phenomenon is conducive to improving the operating 

512 efficiency of the STES system, but this is not absolute.
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513 4.3. Influence of discharge mode on system efficiency in the coming year

514 4.3.1 Definitions

515 After the first operating cycle, the relative internal energy (water temperature) of the STES system will 

516 significantly affect the operating efficiency of the system in the second year. So, the next step is to discuss the 

517 changes of system operating conditions under different energy discharge modes by using 6 Cases from three aspects: 

518 flow rate, daily operating time, and heating temperature difference. The specific parameter settings are shown in 

519 Table 7, and in the discharging stage, the temperature change curve of water in different cases and the hourly 

520 charging scatter diagram of the collector are given in Appendix A.

521

522

523

524

525 Table 5 

526 System operating parameters under different energy discharge modes

Case1 Case2 Case3 Case4 Case5 Case6

Flowrate (kg/s) 0.82*0.75 0.82 0.82*1.25 0.82 0.82 0.82

Run -time/D (h) 16 16 16 24 16 24

TD (℃)
10 10 10 10 25 25

527
528 Fig 19 Changes in the temperature of the water in the pit under different energy discharge cases
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529
530 Fig 20 Changes in the energy charged into the pit in the second year under different energy discharge cases

531
532 Fig 21 19 Energy flow of the pool under different energy discharge modes

533

534 It can be seen from Case5 and Case6 in Fig.A-1 in the appendix Fig. 19 that in the discharging stage, when a 

535 large temperature difference is used for heating, the mixing phenomenon of the bottom water of the pit almost 

536 disappears, but the large temperature difference and no mixing means that the water layers are not mixed. Mixing is 

537 reduced, the temperature gradient is larger, and increasing the heating time can effectively reduce the temperature 

538 gradient between the water layers. In the second charging stage, if the residual temperature of the water has a higher 

539 temperature gradient, it means a smaller charging energy at this stage, as shown by Case5 and Case6 in Fig. 20A-2 
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540 in the appendix. This is because the higher temperature gradient in the residual temperature means that the 

541 temperature of the bottom water differs greatly from the temperature of the upper layer water. When the charging 

542 starts, the upper layer water is charged into the lower layer, and the temperature of the lower layer will rise faster. A 

543 rapidly rising bottom water temperature will cause the solar collector efficiency to drop faster, so that less heat will 

544 be charged into the uppermost water than in a model with a slower rising bottom temperature. Such slowness and 

545 quickness between the top and bottom water temperatures will result in a larger initial temperature gradient, which 

546 means a smaller water layer temperature gradient during the second charge.

547 However, it is worth noting that in Case 6 in Fig. 19A-1, the temperature of the upper water body is only 

548 slightly higher than 25°C, while the temperature of the bottom layer is only about 3°C. If 25°C is used for heating, 

549 the return water temperature will be 0°C. There are still some differences from the actual situation.

550 Fig. 20 A-2 shows the hourly charging energy of the solar collector under the 6 Cases, and the lower bottom 

551 temperature can indeed increase the efficiency of the solar collector, thereby increasing the charging energy. 

552 However, this is also related to the initial temperature gradient between the water layers. With a higher temperature 

553 gradient, the temperature of the bottom water body will rise faster, and the efficiency of the solar collector will also 

554 decrease significantly. On the premise of increasing the heating temperature difference to reduce the residual 

555 temperature of the bottom water, the method of increasing the heating time can be used to reduce the temperature 

556 gradient between the water layers.

557 Fig. 2119 shows the energy variation relationship between different discharge cases. Obviously, higher water 

558 residual temperature after the first discharge means that the efficiency of charging in the second year will decline 

559 sharply. There are two main reasons for this situation: first, higher residual temperature of water means that water 

560 will increase its external heat loss; second, higher residual temperature of the water will reduce the efficiency of 

561 solar collector during charging in the second year, thus reducing the total charged energy. This can also be proved 

562 in Fig. 2220. The average temperature difference between Case1 and Case6 was 32℃ after the end of the first stage 

563 of energy discharge, but it increased to 10℃ after the end of the second stage of charginge.
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564

565 Fig 22 20 Variation of average temperature of the water under different discharging energy cases

566

567 4.4. Discussion on the first charging operation

568 Different regions and different heating methods have different requirements for the temperature of water in 

569 STES. In order to meet these requirements, the study of charging models in different initial stages is essential. In 

570 this paper, 7 Cases are still used to discuss different charging flowrates and different solar collector areas to discuss 

571 their effects on the initial charging situation and the final charging temperature, and in the charging stage, the 

572 temperature change curve of water in different cases and the hourly charging scatter diagram of the collector are also 

573 given in Appendix A..

574

575

576

577

578

579

580

581

582 Table 6 

583 System operating parameters under different energy charge modes

Study on the effect of the flowrate

Study on the effect of collector area

CaseA CaseB CaseD CaseC CaseE CaseF CaseG

Flowrate (kg/s) 0.82*0.5 0.82*0.75 0.82*1.25 0.82 0.82 0.82 0.82

Collector Area (m3) 2000 2000 2000 2000 3000 4000 5000

θ 60 60 60 60 60 60 6000

584

585
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586 Fig 23 Changes in the temperature of the water in the pit under different energy charge cases

587

588

589
590 Fig 24 Changes in the energy charged into the pit in the first year under different energy charge cases

591
592 Fig 25 21 The total energy charged into STES under different cases

593 Fig. 23 A-3 shows the water temperature changes over time in each Case, it can be seen that, under the condition 

594 that other conditions do not change, if the flowrate of the water at the time of charging is increased, the temperature 

595 response time of the bottom water is also shorter. As a result, Fig. 24 A-4 shows that the rapid response of the bottom 

596 layer temperature will also cause a corresponding drop in the efficiency of the solar collector. In Case D of Fig. 

597 24A-4, The water flow into the solar collector is too large, which makes the solar collector unable to operate at full 

598 load. On the contrary, the total charged energy will be reduced, as can be seen in CaseD of Fig. 2521.

599 With the increase of the solar collector area, the increment is the largest when the collector area is 3000m2, and 

600 then the total charge energy increment decreases with the increase of the collector area. Enlarging the collector area 

601 can certainly increase the total energy in the charging stage of the entire system, but under the condition of a certain 

602 flowrate, there is a limit to the temperature of the water, so the expansion of the collector area should not be blindly 

603 pursued, as shown in figure (b) of Fig. 2521. The collector-storage ratio is obtained by dividing the volume of the 

604 pit by the area of the solar collector. When the solar collector area is 3000 m23, this model can achieve a relatively 

605 economical and efficient state and the corresponding collector-storage ratio is around 3768L/m2.

606
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607 5. Conclusions

608 In order to study the thermal efficiency of STES, a simplified numerical model of a cylindrical underground pit 

609 was developed. The one-dimensional model is used to calculate the pit water region, the two-dimensional model is 

610 used to calculate the soil region, and the model is verified by the typical daily charging and discharging experimental 

611 data of the Huangdicheng Project. The temperature difference between the numerical model results and the 

612 experimental results is acceptable. The model was subsequently implemented as a STES simulation model to further 

613 study the depth-to-diameter ratio, the effect of the residual water temperature after one operation cycle on the heat 

614 collection efficiency in the next year, and the effect of the initial charging mode and the collector-storage ratio on 

615 the water temperature rise. The main results include: 

616 1. In the first year of operation, the total heat collection energy of the 11304m3 pit is about 683MWh, of 

617 which the energy discharged is 145MWh, the total heat loss is 180 MWh, the internal energy increase is 

618 358 MWh, thus, the system storage efficiency is about 73.65%.

619 2. In the one-year operation, in the entire STES system, the thermal impact radius of the external 

620 environment on the soil is about 8m, while the thermal impact radius of the water on the surrounding soil 

621 is about 12m.

622 3. For the cylinder model of the 11304m3 pit, In order to obtain a relatively good system efficiency, it is 

623 recommended that the depth-diameter ratio be about 0.343, and the system efficiency is up to 74% at this 

624 depth-diameter ratio. When the depth-diameter ratio deviates from this value, as the deviation increases, 

625 the system efficiency will also decrease rapidly.

626 4. At the end of the discharge phase of the STES system, the higher the residual water temperature of the 

627 system, the lower the efficiency of the system collector in the following year, and the energy charged will 

628 also decrease. During operation, try to release enough heat in the energy discharginge stage. which is of 

629 great significance for improving the system efficiency in the following year and reducing the total heat 

630 loss.

631 5. In the case of setting the inclination angle of the solar collector at 60 degrees, for the cylinder model of 

632 the 11304m3 pit, the relatively economical collector-storage ratio is 3768L/m2. In addition, the inflow rate 

633 of water has a significant influence on the solar collector and the change of the water temperature of 

634 STES. in this model, the relatively optimal charging flow rate should be set at around 1.64kg/s.
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648

649 Nomenclature 

650 Latin Symbols

651 A Cross-section area, [m2]     

652 Cp Specific heat capacity, [J/(kg⋅K)]  

653 Dep, d calculation depth, [m]

654 D Diameter, [m]

655 E Energy content, [J]

656 h heat transfer coefficient, [W/m2/℃]

657 H height, m

658 Ig Global Irradiance, [W/m2]

659 m flow rate, [kg/s]

660 Mp energy-momentum, [J⋅m]

661 Q heat flow, [W]

662 r radial direction, [m]

663 R Thermal resistance, [℃/ W]

664 Str Stratification number, [-]

665 T temperature, [℃]

666 u wind velocity, [m/s]

667 V volume, [m3]

668 Z vertical direction, [m]    

669 Greek Symbols  

670 δ thickness, [m]

671 Δ difference, [-]

672 φ absorption factor of ground surface, [-]

673 η energy efficiency, [-]

674 θ Slope, [◦]

675 λ thermal conductivity, [W/m/℃]

676 ρ density, kg/m3

677 τ time, [s]

678 Subscripts

679 1 The first unit to be calculated 

680 2 The second unit to be calculated



 33 / 38

681 3 The third unit to be calculated

682 ave average

683 a         air

684 bot bottom

685 c solar collector

686 ci water flowing into the solar collector

687 co water flowing out the solar collector

688 ch charging 

689 con concrete

690 disc discharging

691 ev environment

692 exp experiment

693 G ground 

694 i, j, k number of elements

695 in water flowing into the pit

696 ins insulation

697 L light

698 loss heat loss

699 num numeric

700 OB Obliquely

701 p pit

702 R right

703 s soil

704 t time

705 U up

706 w water   

707 Appendix A.  Supplementary material

708 Fig. A-1 and Fig. A-2 are the temperature change curve of water in different modes and the hourly charging 

709 scatter diagram of the collector in the discharging stage.

710 Fig. A-3 and Fig. A-4 are the temperature change curve of water in different modes and the hourly charging 

711 scatter diagram of the collector in the charging stage.

712

713

714
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715          
716 Fig A-1 Changes in the temperature of the water in the pit under different energy discharge cases

717
718 Fig A-2 Changes in the energy charged into the pit in the second year under different energy discharge cases
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719

720 Fig A-3 Changes in the temperature of the water in the pit under different energy charge cases

721
722 Fig A-4 Changes in the energy charged into the pit in the first year under different energy charge cases
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