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A B S T R A C T

To effectively prevent crimes, it is vital to anticipate their patterns and likely occurrences. Our
efforts focused on analyzing diverse open-source datasets related to London, such as the Met
police records, public social media posts, data from transportation hubs like bus and rail stations
etc. These datasets provided rich insights into human behaviors, activities, and demographics
across different parts of London, paving the way for a machine learning-driven prediction
system. We developed this system using unique crime-related features extracted from these
datasets. Furthermore, our study outlined methods to gather detailed street-level information
from local communities using various applications. This innovative approach significantly
enhances our ability to deeply understand and predict crime patterns. The proposed predictive
system has the potential to forecast potential crimes in advance, enabling government bodies
to proactively deploy targeted interventions, ultimately aiming to prevent and address criminal
incidents more effectively.

1. Introduction

A crime by definition refers to an act that is punishable by the state or other recognized authority in that demographic area [1].
street crime is one of the criminal offense categories that tend to happen in public places which includes robbery, theft, anti-social

ehavior, murder etc. [2]. Street crime has become a real world problem across all the countries, thus it has become an absolute
ecessity to interpret criminal offense patterns, analyze and provide recommendations and mitigations procedures to the respected
uthority.

London, capital city of England, is one of the most gorgeous and expensive cities having one the most diverse population sets
n the whole world. People from different regions and demographics come and live here to lead their life. London has faced a
rastic menace regarding the street crime offenses that shows only a trend to be upwards except some exceptional years like Covid
n 2020-21. The crime rate has hit 102.4 offenses per one thousand people in the time period of 2019 to 2020 [3]. From each
onsecutive year from 2015 to 2019 the crime rate showed an upward trend and only a sudden drop in 2020-21 as this was due to
andemic effect.

The United Kingdom is facing a spike in street crime that leads to a necessity of taking proper actions by the government and
ocial entities in order to make it under control for the ease of people’s lives. In order to understand the pattern and sequences
f crime activities, it is vital to rely on different perspectives of community messages through different mediums such as social,
overnment entities etc. Social media along with different government entities’ provide open source dataset could act as the source
or analyzing crime patterns. The most notable dataset could be twitter dataset on criminal offenses, Metropolitan police dataset on
rime offenses, education rate dataset, Bus/Rail stations dataset, unemployment rate dataset etc. which would pave a way to find a
attern in the crime activities.
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This paper primarily centers on analyzing crime patterns in London utilizing the aforementioned crowdsourced datasets. It aims
o develop predictive capabilities for future crime events in specific locations. Additionally, to gather highly detailed street-level data,
mobile application has been introduced. This app enables users to convey their safety perceptions about particular geolocations,

hereby contributing to the creation of a precise dataset.

.1. Aims and purpose

The principal objective of this study is to examine the crime patterns of a specific city using open-source datasets that could have
roader applicability to other cities worldwide. London was selected as the focal city for analysis due to the availability of open and
rowdsourced data, as well as the research’s geographical context within London. Upon concluding the analysis, our aim is to assess
he dataset using various machine learning algorithms to uncover potential patterns and ascertain the dataset’s predictive capacity
egarding future crime activities.

.2. Research objective

Our primary research objective is to conduct an in-depth review of empirical studies focusing on crime pattern analysis and
rediction. We aim to identify and address significant research gaps by tackling complex challenges within this field. Leveraging
arious datasets pertaining to London, our endeavor involves uncovering street-level crime patterns and subsequently establishing
orrelations between these patterns and other associated features. This systematic exploration will culminate in the design of a
eal-time crime analysis and prediction system, enabling the forecast of criminal activity within specific geographic areas.

.3. Methodologies

This paper adheres to the CRISP-DM structure, recognized as the industry-standard data mining process outlined in Ref. [4].
RISP-DM, which stands for CRoss Industry Standard Process for Data Mining, comprises six phases designed to manage intricate
ata mining and machine learning processes effectively.

1. Business understanding
Business understanding refers to achieving research objectives by defining the necessary requirements. The main objective
of this paper is to conduct a thorough crime analysis on London city premises and predict future crime activities.

2. Data Understanding
Data understanding refers to collection of different dataset based on business requirements. In this paper, we have gone
through different open sourced dataset such as Metropolitan police dataset on crime offenses, education rate dataset, taxi
information dataset, unemployment rate dataset, weather dataset etc. to make correlations among these to achieve our
business requirements.

3. Data Preparation
Data preparation tends to be the most complex process among all the other processes as we have to make the correlation
among different features that are collected in different contexts. We have to merge them precisely so that these data points
could provide some prediction power for crime patterns.

4. Modeling
Crime activity prediction could be labeled both as classification or regression problem for our context. Labeling as classifica-
tion means that we would predict whether an area is safe or not safe for a specific timestamp. Labeling as regression indicates
that we would calculate the number of crime activities that could happen in a specific timestamp frame.

5. Evaluation
To evaluate the predicting power among different features and to achieve the best results, we would evaluate our unique
custom dataset to a number of machine learning models.

6. Deployment
The complete system would be deployed to fulfill business requirements and to provide predictions on future crime event
numbers.

. Related works

Crime has long been a subject of study within the realms of statistics and mathematical modeling. In our initial research
hase, we extensively examined various crime modeling methodologies proposed by Perc et al. [5] and Dorsogna et al. [6], which
redominantly focus on mathematical modeling. Their research emphasizes leveraging applied mathematics and statistical physics
o understand criminal activities. These studies explore a wide array of modeling approaches, encompassing partial differential
quations, self-exciting point processes, agent-based modeling, spatial inspection game (Monte Carlo Simulation), evolutionary
ames, network science etc.. The primary objective of these approaches is to illuminate complex phenomena within crime dynamics,
ncluding the identification of crime hotspots, understanding gang formation, and comprehending the intricate networks associated
ith organized crime.

Crime modeling has changed to incorporate aggregated, anonymized human behavioral data as a result of the accessibility of
nline data. Through term-frequency analysis researched by Williams et al. [7], in particular, geotagged Twitter data has been
2
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utilized to comprehend how social media themes connect to crime. The modeling of crime has also made use of dynamic data
on human behavior. In a separate study conducted by Traunmueller et al. [8], they delved into the connections between human
activity attributes, inferred from mobile phone data, and the monthly crime rates. This research aimed to establish correlations or
potential relationships between patterns of human behavior, as deduced from mobile phone data, and the fluctuations observed in
crime rates on a monthly basis. Another research by Wang et al. [9] and Lal et al. [10] recommended an automated apparatus of
wrongdoing and non-crime classification of tweets that could be significantly important noteworthiness. The proposed way began
with extraction of certain keywords and fed these into tf-idf vectorization in order to identify wrong-doing activities in a specific
geographic zone. In spite of the fact that, although it achieved great level of extraction power in the certain datasets, but it did not
added the essence of parts-of-speech labels neither it did not include and geo-location information which truly nullifies our main
motivation of pinpointing street level crime activity patterns.

A research by Sandagiri et al. [11] used a non-linear methodology by using artificial neural networks. They used tweets and
xtracted the information on whether that twitter post contains any crime event information. With additional features such as
dding weather in that timestamp they predicted the future occurrence of the crime event. The neural network achieved an excellent
emarkable score of 92% in order to predict the crime event. Similar prediction system was built by other researchers such as Lal
t al. [10].

A great breakthrough in crime pattern detection happened in the research by Zhang et al. [12] using Google Street View Images
GSV). Along with Twitter and Foursquare which is an independent data location platform, the researchers used GSV which provides
nformation about human behavioral information along with geolocation. But this systematic process has its own flaws such as the
lgorithms always think that in every place with more greenish, there might not happen any crime offense but it is a very common
ituation that usually a place that might be more greener than other area could be quite and less busier and which could lead to an
ncredible chance of theft or robbery and even worse that sexual violence act could happen.

There is another research done on crime pattern analysis by Chen et al. [13] which made an adjustment on the twitter dataset
y adding climate related datapoints as natural components to check if there is a correlation in these features. The main rationale
s that the environment could play a vital factor for the human’s behavior. Another researcher Anderson et al. [14] showed a direct
orrelation between crime active recurrence and weather. The research that is done by Chen et al. [13] achieved 67% AUC for the
xperiment. But in any of their cases, they did not relate correlation in between climate information and Twitter against a particular
rime event.

There is a handful of spatial analysis-based prediction research done. The work by Rosser et al. [15] is notable for its analysis
f criminal occurrences at the street segment level as opposed to the grid or census unit level. However, given there is no analysis
f traffic movement used to construct the forecasts, or density of pedestrians on specific routes, human dynamics are not expressly
aken into account.

A novel approach was taken by utilizing cellular phone information in a geographic area span which took human behavior as the
ey factor and in this case it is the network movement [16]. The research had provided recommendations on a data-driven approach
hich is achieved by mobile network movement. The mobile phone utilization has hit approximately 6.8 billion numbers [17] which

urely broadcasts human behavioral patterns. In the research [16], a number of machine learning algorithms were used such as
ogistic Regression, SVM and many more tree classifiers to understand the pattern of mobile activity in relation with crime hotspots.
he dataset was very small, only 3 weeks of mobile network data and achieved a 53% accuracy score to predict crime events with
he movement of mobile networks of geographical behavior. Moreover the dataset was provided in a hackathon competition and it
s not even publicly released by the mobile network operator.

A particular research with a similar objective [16] was conducted by Cichosz et al. [18] on making prediction of crimes using
eographical location specifically in Manchester and other surrounding areas. They mainly focused on police crime record as the
nly point of interest and designated crime prediction as classification problem. They divided areas in hotspots which is definitely
milestone but there was no mention of timestamp neither there we could find any other relevant point of interest data that would
ake this prediction real time.

. Methodology

From the empirical studies detailed in Section 2, we have pinpointed substantial gaps and challenges that have prompted us to
xplore simple but effective approaches. Initially, we encountered the following research limitations from previous papers:

1. The application of mathematical models in crime modeling [5,6], often involves complexity that might pose limitations in
its effectiveness. Real-world crime phenomena present intricate dynamics, and the availability and quality of data further
impact the efficacy of these models. The influence of societal nuances and cultural factors on criminal behavior might not be
entirely encapsulated within mathematical models, thereby constraining their relevance in various social contexts.

2. The majority of the research we surveyed relied heavily on single-source datasets like Twitter or weather records. Unfortu-
nately, these studies lacked comprehensive correlations among various features and patterns of criminal activity.

3. The research conducted did not encompass street-level information; instead, it primarily focused on broader geographical
areas such as Wards or Boroughs, omitting the detailed geo-coordination of streets.

4. Regrettably, our investigation did not uncover any research utilizing victim information to discern crime sequences. This
facet is deemed essential for a comprehensive understanding of crime patterns.

5. The majority of studies predominantly utilized classifiers to determine the likelihood of crime occurrence rather than focusing

on forecasting future criminal activities.

3
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6. Past research has notably lacked classification regarding specific crime events such as antisocial behavior or sexual violence
within the broader crime categories.

7. The primary limitation we identified revolves around the researchers’ inability to conduct real-time predictions of future crime
events due to the absence of timestamps. While diverse features were considered, the lack of synchronization in timestamps
across these features might result in diminished predictive accuracy. Our proposal advocates for a systematic approach to
real-time crime prediction, emphasizing the imperative alignment of every feature with specific timestamps corresponding
to event occurrences.

In pursuit of addressing the research gaps discussed earlier and constructing a real-time crime prediction system, this paper delineates
four distinct processes outlined below that fulfills the CRISP-DM structure:

A. Analytical approach
Our analytical approach primarily focuses on the selection of open-source datasets based on specific points of interest.
Subsequently, we evaluate these datasets to determine their suitability for the subsequent phases. Through this analysis, we
aim to outline the design and modeling strategies for our machine learning system, emphasizing meticulous data preparation
and rigorous model evaluation.

B. In depth exploratory data analysis and data preparation
During this phase, our focus lies in navigating through the chosen dataset, selecting relevant features, and consolidating
them into a unified custom dataset. This amalgamated dataset serves as the input for our machine learning system, crucial
for predicting crime patterns and anticipating future criminal activities.

C. Application design for victim data collection
As previously mentioned, we observed a lack of timestamp features across all crime activity pattern detections. Additionally,
we noted the absence of victim-centric features within the datasets. To address this, our proposal involves the creation of
features through mobile applications, offering a perspective from the victim’s vantage point regarding the safety of crime
hotspots. These features will also encompass timestamps corresponding to data reception. This section will extensively
elaborate on this proposed approach.

D. Dataset preparation
This section encompasses the completion of data preparation derived from various open-source datasets selected based on
points of interest. It offers a comprehensive summary contextualizing the entirety of the collected data.

3.1. Analytical approach

The primary emphasis during this stage revolves around the selection of specific datasets predicated on their features, deliberating
pon their suitability for subsequent feature extraction processes. This phase encompasses a comprehensive understanding of the
ataset structures, which facilitates the formulation and modeling of our machine learning system. This understanding is pivotal
n delineating precise data preparation strategies and conducting thorough model evaluations. The sequential delineation of these
hases is elaborated upon below for comprehensive clarity.

.1.1. Basic exploratory data analysis
The foundational comprehension of our system commences with an initial phase of exploratory data analysis. Various open-

ource datasets were meticulously examined to establish connections aligning with our research objectives. Through a comprehensive
nvestigation of the dataset features, we compiled a tabulated summary encapsulating the key findings derived from this analysis
see Table 1).

The dataset explored in Section 3.1.1 forms the basis of our exploratory data analysis. These datasets serve the purpose of
omprehending diverse correlations within the crime dataset. While numerous street crime datasets are available on the UK Police
ebsite [24], a predominant challenge lies in the absence of uniform features across these datasets. This disparity entails that certain

eatures present in one dataset may not be available in another, hindering direct comparisons and analysis.
Therefore, we rely on the ‘‘On Street Crime In Camden’’ dataset as the pivotal foundation for our study. Within this dataset,

he crucial points of interest revolve around crime categories, approximate street-level geolocations, and the precise dates and
imestamps. These elements hold paramount significance for our analysis and subsequent research endeavors.

However, it is evident that while we have crime data, the most crucial components – characteristics and catalysts contributing
o crime – are absent. Without accounting for these influential factors, predicting the occurrence of crime in a specific region
ecomes an impossible task. To integrate the Camden crime dataset into a machine learning model effectively, it is imperative to
ind and merge another dataset focusing on various points of interest, specifically emphasizing geolocation and timestamps. This
malgamation will enhance the dataset’s depth and allow for a more comprehensive analysis.

.1.2. Systematic approach to dataset preparation
Having explored the dataset earmarked for crime analysis and prediction, this paper now outlines the proposed steps to construct
unified dataset. This comprehensive dataset will encompass timestamps, geolocations, and an array of additional features relevant

4
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Table 1
Open source dataset that we have examined for crime analysis. Among these datasets, we have reviewed and selected specific ones for further analysis and
correlation in the subsequent stages of our research.

Dataset Motivation Dataset selection context Decision

Births by Borough, Ward, MSOA
& LSOA [19]

The underlying motivation is to
investigate whether there exists
any correlation between crime
activity and birth rates within
specific geographic areas.

This dataset contains data based
on Borough level which is
basically a large area span.

Not feasible and also not
applicable.

London Schools Atlas [20] The number of schools indicated
a demographic movement in a
particular area.

We want to look into if there is a
correlation between the number
of schools and crime activities.

Feasible

TfL Bus Stop Locations and
Routes [21]

It has always become a fact that
a station is usually a hotspot of
crime events.

We would look into the distance
of the crime incident against the
bus and tube station and would
try to make a connection.

Feasible

Jobs and Job Density, Borough
[22]

This dataset contains the number
of jobs living in a specific area
span.

To determine whether crime rates
are influenced by employment
rates.

Not feasible as this is
Borough-level information rather
than street-level data.

Recorded Crime: Geographic
Breakdown [23]

The dataset includes the monthly
total of crimes at each of
London’s three geographic levels
(borough, ward, and LSOA),
broken down by crime type.

Unfortunately, this dataset does
not include any GPS locations;
instead, it aggregates monthly
criminal events. We had assumed
that this dataset would serve as
the base dataset.

Not feasible

UK Police Crime Data Archive
[24]

The entire crime dataset of the
UK along with the archives are
kept on this website.

Feasible

Stop and Search; Year - 2019;
Met Police [24]

This dataset contains all different
stop and search related data by
Metropolitan police force in the
UK

We can relate on if there are
many stop and search happening,
the place could prone to more
crime activities

Feasible

On Street Crime In Camden [25] This is a subset of the UK Police
Crime Dataset, but this contains
street level information.

Given that it contains all of a
crime’s Latitude and Longitude,
this might serve as the
foundational dataset for all of our
research and prediction.

Feasible

Postcode Directory for London
[26]

The dataset encompasses all
postcodes, accompanied by their
corresponding LSOA and MSOA
designations. Moreover, it
provides geolocation data for
each postcode entry.

This dataset stands as the second
most pivotal resource alongside
the On Street Crime In Camden,
facilitating the amalgamation of
various datasets. Its significance
lies in the potential to augment
crime forecasting by
incorporating supplementary
features specific to each
neighborhood, thereby enhancing
our ability to anticipate and
address criminal activity.

Feasible

HMO Licensing Register Dataset
[27]

The dataset comprises
information on all registered
licenses within the Camden area.

This could have a correlation on
the many licensed entities there
the more crime activities could
happen.

Feasible

Camden Markets And Kiosks
dataset [28]

This dataset holds information on
market and kiosk data in Camden
area

Just like HMO license register
dataset we would like to see the
correlation between crime activity
hotspots and number of market in
that location

Feasible

(continued on next page)

to potential crime incidents.

1. To acquire a unique timestamp, the approach involves filtering the crime dataset – specifically, the On Street Crime in Camden
dataset [25] – to encompass solely the data from one or two designated years, such as consolidating all information from
either 2019 or 2020.
5
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Table 1 (continued).
Lower layer Super Output Area
population estimates dataset,
Mid-2019: SAPE22DT2 edition
[29]

This dataset contains population
information within the defined
boundaries of Lower Layer Super
Output Areas (LSOAs) for a
specific geographical area.

It provides valuable data
regarding the population within
LSOAs, enabling correlations with
specific crime incidents in distinct
geographical locations. This
correlation offers insights into
potential relationships between
population demographics and
occurrences of various crime
types within those specific areas.

Feasible

Ward -LSOA Lookup [30] To enhance the integration of
supplementary datasets with the
On Street Crime In Camden
dataset, we established a mapping
system between Ward and Lower
Layer Super Output Area (LSOA)
codes. This mapping facilitated
the connection between datasets
by aligning the geographic
boundaries represented by Ward
codes with their corresponding
LSOA codes. Such integration
enables a more comprehensive
analysis by linking diverse
datasets and leveraging their
collective insights within the
context of specific geographic
areas or administrative divisions
within Camden.

Feasible

Twitter and Weather Dataset used
in past research [11]

Tweets give a definite sign of a
safe driving scenario.
Different types of people tweet on
various topics

Feasible

GSV dataset [12] This might be an excellent tool
for using images to study a
certain setting.

Processing an image dataset
requires a lot of CPU and GPU
power.
Additionally, it would not be
possible to add this feature to our
chosen dataset.

Not feasible for our research

Mobile Dataset from previous
research [16]

Not possible given that there may
be no publicly available mobile
dataset and that this data only
spans three weeks.

Custom designed anonymous user
dataset

The research methodology
involves the utilization and
examination of custom-built
applications specifically designed
to address road safety concerns.
By deploying these tailored
applications, the study aims to
delve deeply into user attitudes
towards road safety. Through user
engagement, feedback collection,
and analysis of user interactions
within these customized
platforms, the research aims to
discern nuanced perspectives,
preferences, and concerns of
individuals regarding road safety
measures. This approach enables
a targeted investigation into user
attitudes, offering insights into
how tailored solutions impact
perceptions and behaviors related
to road safety.

Feasible
6
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2. To forecast forthcoming crime incidents, a viable approach involves creating an output label that predicts the number of
expected crime events in a specific area within the upcoming days. This predictive labeling can be executed across various
categories such as Antisocial behavior, Burglary, Violence, and sexual offenses, among others.

3. It is imperative to establish a mapping between our primary crime dataset and multiple open-source datasets that operate at
either the LSOA (Lower Layer Super Output Area) or postcode level. This mapping process ensures integration and correlation
between these disparate datasets, enhancing the depth and scope of our analysis.

Therefore, this is the dataset’s basic preparation, which includes all required features. We will now examine more datasets to add
those traits as the primary causes of crime events. So that we might feed the machine learning model with this new dataset. We
would go through a few significant datasets and discuss how we intended to supplement them with the ‘‘On Street Crime in Camden’’
dataset [25].

1. For instance, consider the weather dataset . We might be able to determine from this dataset whether the weather significantly
affects crime incidents. To add this as a feature to the crime dataset, we choose the GPS position of each crime data set and
compare it to the local weather data, such as Sunny, Rainy, Cloudy, etc.

2. If we want to incorporate the Bus and Tube station distance information, we would once more search through the criminal
GPS and Bus and Tube station GPS, estimate the distance, and add this as a feature. Therefore, it would be a factor if the
distance between a bus stop and a subway station had an impact on a crime.

Essentially, these are adaptable model processes that evolve with their utilization. We aim to leverage various datasets as necessary
to introduce new features, ensuring flexibility and relevance throughout the analysis.

3.1.3. Model evaluation
Our key objective can be achieved as a regression problem. The subsequent section cover the main steps in developing machine

earning models:

1. As previously discussed, the output label’s purpose is to forecast the count of crime incidents within a particular location
over a specified number of days. This predictive label serves as a key element in our crime occurrence prediction model.

2. To handle non-numerical categories, they need to be encoded into an n-class format, where ‘n’ represents the total number of
categories, typically enumerated from 0 to n − 1. Utilizing tools like LabelEncoder facilitates this encoding process, enabling
the conversion of categorical data into a numerical format suitable for analysis.

3. The subsequent phase involves selecting several machine learning models and conducting a comparative analysis of their
outcomes. This process allows for the assessment of model performance and the identification of the most effective approach
for our predictive crime analysis.

4. To attain optimal results, fine-tuning hyperparameters for the machine learning models becomes essential. One approach
to achieve this is by utilizing GridSearch from the SkLearn library [31]. This method enables systematic exploration and
optimization of model parameters, enhancing the performance and accuracy of the predictive models.

he focal point of our prediction strategy lies in selecting the most effective machine learning models. Given that this constitutes a
egression problem, our primary candidates include models such as Linear Regression, Logistic Regression, and XGBRegressor.

These models are well-suited for regression tasks and will be evaluated to determine their suitability and performance in predicting
crime occurrences.

3.2. In depth exploratory data analysis and data preparation

This section places significant emphasis on analyzing the datasets highlighted in Section 3.1.1. Our primary research objective
being the prediction of street-level crime activities, it is imperative to choose a dataset containing latitude and longitude coordinates.
This spatial information allows us to analyze other relevant features corresponding to specific locations and times, facilitating the
connection between these features and instances of crime activity.

Within each subsection below, we will conduct both univariate and multivariate analyses of various datasets. This exploration
aims to identify and select the features necessary for data preparation, ensuring a comprehensive understanding of their individual
and combined impacts on crime activities at the street level.

3.2.1. On Street Crime In Camden - analysis and preparation
The dataset titled ‘‘On Street Crime In Camden’’ [25] holds street-level information, aligning perfectly with our research

objectives. Our focus on a specific subset within London makes the Camden dataset an ideal choice for this study. Derived from the
UK Police Crime Data Archives (data.police.uk, 2019, Met Police) [24], ‘‘On Street Crime In Camden’’ dataset serves as our primary
selection to advance our research objectives. Our initial step involves a comprehensive review of the dataset’s features (see Fig. 1).

There are about 3,28,168 rows of information contained in the dataset. In order to check for the missing values in the dataset
so used missingno python library to visualize it (see Fig. 2).

Identifying a significant number of missing values, it becomes crucial to discern which features might contribute additional noise
to our prediction model. Consequently, after removing duplicates, null values, and unnecessary features, we streamline the Camden
crime dataset for future analysis. This refined dataset will consist of the selected attributes deemed essential for our predictive
analysis (see Fig. 3).
7
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Fig. 1. The ‘‘On Street Crime In Camden’’ dataset comprises 20 features, encompassing crime category details, incident time and location, alongside specific
identifiers like Ward name, Ward Code, Street Name, and Street Id. This array of features enables us to establish correlations with other datasets, facilitating a
deeper understanding of concurrent events during the recorded period. Furthermore, the Epoch field offers insight into the month and year of the crime event,
while Latitude and Longitude parameters provide finer granularity regarding street-level information, enhancing the dataset’s spatial context.

Fig. 2. Visualizing missing values within the dataset reveals that certain fields contain numerous missing entries. To maintain data integrity, these fields, which
are not pertinent to our analysis, will be removed from consideration. This process involves eliminating those fields with substantial missing values, ensuring a
more focused dataset for our analysis.

Now that we have narrowed down the number of fields or features, our initial focus is to explore the potential predictive capacity
f the ‘‘On Street Crime In Camden’’ dataset from various perspectives. To initiate this exploration, we have embarked on analyzing
he frequency of crimes across different categories within this dataset. This approach allows us to assess the predictive power of the
ataset based on the occurrence of various crime categories (see Fig. 4).

We also looked into how many crime incidents happened per ward (see Fig. 5).
In preparing for real-time crime prediction, it is crucial to correlate various features from distinct datasets with the On Street

rime In Camden dataset. As discussed earlier in Section 3.1.2, the approach involves analyzing key factors surrounding crime events
t specific timestamps to ascertain catalysts for these incidents. To ensure relevance and accuracy, the decision has been made to
ocus on the most recent and appropriate timestamp frames for this analysis.

Understanding the context surrounding the timestamp frames, our main candidates – 2019, 2020, 2021, and 2022 – highlight
ignificant periods. Considering the ongoing research in 2022, the current year’s frame was eliminated. Given the exceptional impact
8



A. Yunus and J. Loo Journal of Computational Mathematics and Data Science 10 (2024) 100089

f
m
e

e
o

T
d

d
w

Fig. 3. The primary features selected from the ‘‘On Street Crime In Camden’’ dataset for further analysis serve as crucial points for merging additional dataset
information into this comprehensive source. These selected features act as pivotal connectors for integrating and augmenting the dataset’s richness and relevance.

Fig. 4. The analysis of the number of crimes per category reveals that Anti-social behavior stands out prominently with 77,693 occurrences, occupying the top
position within the dataset. On the other hand, Possession of weapons ranks last in terms of frequency. This overview provides a clear scenario of the prevalent
crime events observed in the Camden area and its surroundings, showcasing the predominant types of incidents recorded.

of the Covid-19 pandemic on societal activities, particularly in 2020 and 2021, which significantly altered normalcy, we have opted
to focus on the year 2019. Analyzing crime events and their relevant sequences from this period provides a more consistent and
representative basis for our analysis.

So leveraging the ‘Epoch’ feature within the Camden dataset, we performed a filter operation, selecting data entries ranging
rom December 1st, 2018, to January 31st, 2020. This extended time frame enables a thorough analysis encompassing additional
onths, spanning from before January 1st, 2019, to after December 31st, 2019. Following this filtering process, we revisited the

xamination of crime incidents per ward specifically for the year 2019 (see Fig. 6).
Continuing our analysis, visualizing the fluctuation of crime records in a time series format for the year 2019 unveils the periodic

bbs and flows in reported incidents. This graphical representation offers a comprehensive view of the temporal trends in crime
ccurrences, accentuating the peaks and troughs across various periods throughout 2019 (see Fig. 7).

Moving forward, we delved into visualizing the crime heatmap for Camden, representing crime activities across the area.
his visualization technique offers a spatial overview, presenting a graphical representation that highlights the concentration and
istribution of crime incidents throughout Camden (see Fig. 8).

It seems like crime is dense in some particular places. So this heatmap made us think out of the box and we looked into another
ataset to verify our hypothesis. We looked into HMO Licensing Register [27], to find out how many licenses registered in a particular

ard has (see Fig. 9).

9
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Fig. 5. The analysis of crimes per ward highlights Holborn and Covent Garden as experiencing the highest number of incidents. This insight prompts a deeper
xamination into the surroundings of these specific wards, offering an opportunity to explore the contextual factors contributing to the heightened occurrence
f crimes in these areas. Delving deeper into each ward can unveil intricate details about the localities and their potential impact on crime rates.

Fig. 6. The consistent prominence of Holborn in recording the highest number of reported crimes in 2019 serves as a compelling reason to selectively filter
specific wards. This strategic filtering process enables us to effectively merge additional datasets, particularly those that align closely with the dynamics and
characteristics of Holborn, enhancing the accuracy and relevance of our analysis.

Filtering the existing Camden crime dataset based on the top 3 wards with the highest crime occurrences and the bottom 3 wards
ith the least crime incidents in the year 2019 was a strategic step to simplify analysis. By categorizing the top 3 wards as the most
ctive crime hotspots and the bottom 3 wards as areas with the least crime occurrences, we have created a subset that allows for
focused examination of these distinct categories, facilitating a more streamlined and targeted analysis of safety and crime trends
ithin these specific wards (see Fig. 10).

Given the refined dataset now consisting of crime information from six specific wards, our focus shifted to simulating crime
ncidents into real-time data. Despite the ‘Epoch’ feature in the On Street Crime In Camden dataset providing only month and year
etails for crime events, the absence of precise timestamps prompted us to strategize a simulation approach for crime occurrence
imes. This simulated process aims to fill the gap in timestamp data, enabling a more comprehensive real-time analysis as previously
iscussed.

1. The ‘Epoch’ field in the dataset comprises values formatted as month names followed by the corresponding year number, such
as ‘‘Aug-2019’’ or ‘‘Sep-2019’’. This structure predominantly includes the month name and the associated year, providing a
chronological indication for each recorded crime event.
10
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Fig. 7. The time series analysis of Camden crime incidents in 2019 underscores a distinct correlation between crime occurrences and the time of the year.
Observations reveal an increase in incidents during March, which aligns with expectations as temperatures normalize. Conversely, colder periods such as January
and December exhibit relatively lower levels of reported crime incidents, indicating a potential weather-related influence on crime rates.

Fig. 8. The Camden crime heatmap for the year 2019 showcases a concentrated area of crime incidents on one side of the region. This visualization provides
valuable insight, indicating a density of reported crimes in specific locations within Camden, allowing for a spatial understanding of where these incidents
predominantly occur.

2. Through Python scripting, we standardized the format to MM-DD-YYYY. As the ‘Epoch’ values lacked specific day information,
we assigned the 1st day for each month. Consequently, ‘‘Aug-2019’’ was transformed to ‘‘08-01-2019’’, while ‘‘Sep-2019’’
became ‘‘09-01-2019’’, maintaining consistency across the dataset by setting the day as the 1st for all converted dates.

3. We added a random number between 1 and 30 into the ‘Epoch’ feature, creating a new attribute labeled ‘timestamp’.
Essentially, this addition simulates the day within the month when the crime event purportedly occurred, enriching the
dataset with a simulated timeline for each recorded incident.

4. From this ‘timestamp’ feature we extracted the week number and month number and added these as new features.
5. The week number also simulates another feature which is weather. Basically the weather changes on week numbers so we do

not need to add additional features such as weather in our dataset whereas our week number could act as a weather indicator
in a particular location (see Fig. 11).

To establish relationships between the On Street Crime In Camden dataset and other datasets, we are leveraging postcodes or
SOAs as common identifiers. We utilized https://findthatpostcode.uk, providing latitude and longitude coordinates of the crime
vent locations to retrieve the respective postcode and LSOA information associated with each location. This process enables us
o link these geographical coordinates to specific postcodes and LSOAs, facilitating integration with other datasets based on these
hared identifiers (see Fig. 12).

.2.2. License register, market and station datasets — analysis and preparation
In continuation of our research, we will proceed to explore the next three datasets ([21,27,28]), each containing relatively smaller

mounts of data as previously reviewed in Section 3.1. These datasets will undergo traversal, followed by a merging process with
11

https://findthatpostcode.uk


A. Yunus and J. Loo Journal of Computational Mathematics and Data Science 10 (2024) 100089

h
t
i

Fig. 9. The correlation between the number of wards identified as crime hotspots and the count of registered licenses in Camden is evident. Wards experiencing
igher crime rates seem to coincide with those having a greater number of registered businesses. This observation suggests a potential relationship between
he density of business establishments and the occurrence of crimes, indicating that wards with more businesses also tend to face a higher number of reported
ncidents.

Fig. 10. The wards in the Camden area with the highest and lowest counts of crime events in 2019, both the top and bottom 3.

Fig. 11. The updated features in the On Street Crime In Camden dataset now include the addition of timestamp, monthNumber, and weekNumber attributes.
These new features augment the dataset, providing valuable information related to the timing and temporal aspects of the recorded crime incidents.
12
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Fig. 12. This snapshot of the On Street Crime In Camden dataset encompasses all the newly integrated features discussed earlier. The timestamp feature provides
simulated real-time information, while PostCode, LSOA, Latitude, and Longitude attributes offer comprehensive street-level granularity, enhancing the dataset’s
depth and spatial context.

Fig. 13. In the HMO License register dataset, the Ward Name stands out as the most crucial feature. Leveraging this feature allows us to conduct a grouping
peration based on Ward Name, enabling a count of HMOs within each ward. This count can then be merged with the On Street Crime In Camden dataset,
acilitating an enriched analysis by associating HMO counts with crime incidents across various wards in Camden.

he On Street Crime In Camden dataset based on distinct conditions or criteria. This integration aims to enrich the Camden dataset,
everaging information from these diverse sources to augment our analytical capabilities and insights.

The HMO License register dataset [27] holds critical information about Camden’s permitted HMOs (Houses in Multiple
ccupation) and their management arrangements. This dataset plays a pivotal role in establishing a link between crime activities
nd license registers. It encompasses crucial features that enable this linkage and includes essential details regarding permitted
MOs and their management arrangements within the Camden area (see Fig. 13).

While we previously explored and visualized this relationship in Section 3.2.1, the correlation demonstrates the association
etween different wards and the number of registered licenses. This relationship serves as a critical factor in understanding the
istribution of HMO licenses’ across various wards within Camden (see Fig. 14).

The provided density heatmap showcases the distribution of HMOs across the city of Camden (see Fig. 15).
Next, The Market kiosk dataset [28] is similar to HMO License register dataset [27]. It shows the number of markets in the

amden area. These are the features of the Market-Kiosk dataset (see Fig. 16).
Then, we looked into different market types into the visualization (see Fig. 17).
Moving on to the Tfl stations dataset [21], our objective was to explore a potential correlation between the count of stations

nd crime activities. This dataset comprises specific features related to the stations, which we examined to establish any potential
ssociations with crime incidents (see Fig. 18).
13
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Fig. 14. The correlation between Wards and the count of license registers has already been established. Utilizing this correlation, we have segmented the dataset,
focusing on the top and bottom 3 wards in terms of license registers. This segmentation strategy aids in examining the association between these specific wards
and the occurrences of crime incidents.

Fig. 15. The heatmap visualizing the HMO License register distribution in the Camden area indicates dense clusters of license registers in specific locations.
his visual representation offers insights into the concentrated areas where these license registers are prominently situated within Camden.

Fig. 16. Within the Market-Kiosk dataset, the ‘‘Location’’ field harbors geospatial data that presents an opportunity for aggregation. This information can facilitate
the counting of markets within specific Wards or locations. The resulting count can then be integrated into the On Street Crime In Camden dataset, enriching
it with data pertaining to market occurrences in different areas or wards.
14
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Fig. 17. The count of market types within the Camden area presents an opportunity to gain insights into human behaviors based on diverse market categories.
nalyzing these market type counts allows for a deeper understanding of consumer trends and preferences, shedding light on varied human behaviors associated
ith different market types in the region.

Fig. 18. The TFL Station dataset features were explored with a focus on aggregation, aiming to determine the proximity of stations to crime incidents. Utilizing
the ‘‘Latitude’’ and ‘‘Longitude’’ attributes (referred to as Lat and Lon in this dataset), we performed an aggregation based on geographical coordinates to ascertain
the number of stations in close proximity to crime incidents. This analysis aimed to unveil any correlations between station placement and crime occurrences.

The subsequent phase involves the integration of these datasets into the existing ‘‘On Street Crime In Camden’’ dataset. The
ollowing steps are proposed for this process:

1. Our analysis involves examining each instance of crime activity in Camden. During each occurrence, we calculate the
proximity of markets, registered licenses, and stations in the vicinity.

2. The primary objective is to establish a correlation between the count of specific entities and the frequency of crime incidents.
Various options were considered, including calculating the presence of markets, registered licenses, and stations within
proximity ranges of 150/200/300/500 m around each crime incident.

3. After deliberation, a radius of 300 m was chosen, considering it a feasible walking distance for individuals. This parameter
selection aims to assist in discerning patterns within the crime activities in that specific area.

fter incorporating these features and applying filters in the primary Camden crime dataset, the current set of features comprises
he following, with a corresponding number of rows (see Fig. 19):

.2.3. Stop and search dataset — analysis and preparation
The Stop and Search dataset for 2019, sourced from the Metropolitan Police [24], compiles all recorded stop and search activities

onducted by the Metropolitan Police in the UK. This combined dataset amalgamates street-level crime data with its respective
utcomes, offering a detailed geographical perspective. To commence the analysis, data spanning from 2015 to 2019 was gathered.
he consolidation of these datasets resulted in a single dataset comprising 1,434,065 rows of data and encompassing 15 distinct
eatures. Here are the features present within this dataset (see Fig. 20):

There are many missing values in the dataset (see Fig. 21).
To start the dataset analysis, we first looked into age-range vs. stop and search, gender vs. stop and search etc. (see Fig. 22).
The comprehensive analysis of the Stop-and-Search dataset underscores prominent trends: a significant proportion of Stop-and-

earch incidents primarily involve males, with a predominant focus on personal searches. Moreover, the concentration of these
15
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Fig. 19. The current feature set of the Camden crime dataset, subsequent to the integration of Market, License Register, and Station data, encompasses the
nitial 13 features previously discussed, along with three additional features denoted by indices [27,28], and [21]. These newly added features include:
numberOfMarketKioskWithin300M: Represents the count of markets within a 300-m radius of each crime incident.
numberOfTubePointWithin300M: Indicates the number of train stations within a 300-m radius of each crime incident.
numberOfBusStopWithin300M: Signifies the count of bus stations within a 300-m radius of each crime incident.
numberOfLicenseRegisterWithin300M: Denotes the number of Houses in Multiple Occupation (HMOs) within a 300-m radius of each crime incident.

Fig. 20. The dataset encompasses comprehensive records of stop-and-search incidents within a specific geographical area, emphasizing crucial features such as
atitude and Longitude. These geographic coordinates serve as pivotal markers, providing detailed insights into the precise locations where each stop-and-search
ccurrence transpired. By leveraging this dataset, it becomes feasible to map and analyze the spatial distribution and clustering of these incidents, enabling
deeper understanding of the geographical patterns and hotspots associated with stop-and-search activities. The Latitude and Longitude features stand as

undamental elements, facilitating spatial analysis and geographical context crucial for comprehensive assessments of stop-and-search trends within the specified
ocation.

ncidents among individuals aged 18–24 stands out as a notable observation. These findings serve as a catalyst, reinforcing our
otivation to validate the initial hypothesis guiding the creation of the mentioned application. The intention behind this application

ies in eliciting responses from diverse gender and age demographics, aiming to glean insights into their perceptions of safety and
nsecurity within specific locations. By engaging various demographics and gathering their perspectives, the application aims to
ollect valuable feedback on why certain areas evoke feelings of safety or unease among different gender and age cohorts. This
einforces the importance of understanding the nuanced concerns and perceptions of various demographic groups, thereby informing
trategies to address and improve safety perceptions within those locations.

We also looked into the object of search vs. the number of stops and searches (see Fig. 23).
The exploration of ethnicity profiles in correlation with stop-and-search numbers within the 2019 timespan yields crucial insights

nto demographic patterns associated with these interventions. Analyzing the relationship between ethnicity and the frequency
f stop-and-search incidents during this timeframe provides a comprehensive understanding of how different ethnic groups are
mpacted by these interventions. This examination sheds light on potential disparities or disproportionate representations of specific
thnicities within the stop-and-search data, offering valuable context to assess the equity and fairness of these interventions across
ifferent demographic groups. Understanding these ethnic profiles within the scope of stop-and-search activities is instrumental in
valuating the effectiveness and fairness of law enforcement practices and aids in identifying areas for potential improvement or
argeted intervention strategies to address any disparities observed among ethnic groups (see Fig. 24).

Let us have a look into the heatmap of correlation among all the features (see Fig. 25).
We also looked into the gender percentage of the Stop and Search (see Fig. 26).
The temporal analysis of stop-and-search incidents throughout 2019 reveals intriguing fluctuations, indicating certain periods

haracterized by notable spikes in these interventions. These spikes denote specific instances or periods within the year when there
16
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Fig. 21. In the Stop-and-Search dataset, the presence of missing values, visually represented as white marks in graphical representations, is a significant
consideration. These gaps in data, when visually apparent, often signify areas where information is absent or incomplete. Recognizing that certain data points
might not contribute meaningfully to the analysis, the approach of selectively removing these instances becomes essential. By identifying and excluding these
specific data points represented by white marks in the graphical representation, the dataset’s integrity can be preserved, ensuring a more accurate and focused
analysis. This strategic removal of irrelevant or incomplete data enhances the reliability and robustness of subsequent analyses performed on the Stop-and-Search
dataset.

is a discernible increase in the frequency or intensity of stop-and-search activities. Understanding these fluctuations in the time series
data is pivotal as it provides insights into the temporal dynamics and potential factors influencing the escalation of stop-and-search
incidents during those particular periods. Further investigation into the underlying causes or contextual factors driving these spikes
could offer valuable context to comprehend the fluctuating patterns in stop-and-search activities throughout the observed year (see
Fig. 27).

We also found out that stop and search mainly focused near different stations which basically verifies our other hypothesis on,
ube and bus station may play a vital role in crime activity (see Fig. 28).

In our analysis of the complete Stop-and-Search dataset, we devised an aggregation method to integrate this information into the
amden crime dataset as a new feature. For every recorded crime event in the Camden dataset, we utilized the simulated timestamp
o retrospectively examine the Stop-and-Search data within a one-month timeframe preceding each event. Subsequently, we added
his derived count of Stop-and-Search incidents to the respective rows in the Camden crime dataset, thereby augmenting the dataset
ith this pertinent information for each recorded crime event.

.2.4. Population estimate dataset — analysis and preparation
The Lower Layer Super Output Area population estimates dataset, Mid-2019: SAPE22DT2 edition [29], offers valuable insights

nto population figures over recent years. Analyzing this dataset enables a comprehensive understanding of population trends and
hanges within specific geographic areas, providing a historical perspective on population dynamics. Population estimate dataset
as these features (see Fig. 29).

We conducted an analysis to determine the total population per ward by leveraging the Ward-LSOA Lookup [30] dataset,
hich facilitated the conversion of each Lower Layer Super Output Area (LSOA) of Camden to its corresponding Ward. This

onversion process allowed us to aggregate and calculate the combined population figures for each ward, providing a comprehensive
nderstanding of the total population within specific administrative divisions or wards within the Camden area (see Fig. 30).

In utilizing this dataset, we segmented the population data into two distinct groups: ‘‘young_population’’, encompassing
ndividuals aged between 15 and 40, and ‘‘total_population’’, representing the entire spectrum of age groups. Our hypothesis centers
round exploring whether the total population and the concentration of the young population within a specific geolocation exert
n influence on the frequency or occurrence of crime activities. This segmentation allows us to investigate potential correlations
17
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Fig. 22. The univariate analysis of the Stop-and-Search dataset reveals compelling insights illustrated across four figures. In the top-left depiction, the breakdown
of Stop-and-Search types displays a percentage distribution, highlighting the varied categories of searches conducted. Moving to the top-right figure, a predominant
trend emerges as males constitute the primary demographic subjected to Stop-and-Search instances. The bottom-left graph indicates a noticeable trend where
individuals within the 18–24 age bracket are more frequently subjected to these searches, signifying a higher incidence among the younger population. Lastly, the
bottom-right figure portrays a relatively equitable distribution between white and black demographics regarding their involvement in Stop-and-Search incidents,
showcasing a comparable rate of encounters for both racial groups. These visual representations collectively illuminate key demographic patterns and distributions
within the Stop-and-Search dataset, offering crucial insights into the demographics most impacted by such interventions.

Fig. 23. The analysis comparing the number of Stop-and-Search instances with the object of search reveals a distinct trend: a prevalent focus on drug-related
earches. The data indicates a notable correlation between the frequency of Stop-and-Search occurrences and the object of search, highlighting a substantial
mphasis on searches related to drugs.

etween the overall population size and the concentration of the young population within certain geographic areas and the incidence
f crime events.
18



A. Yunus and J. Loo Journal of Computational Mathematics and Data Science 10 (2024) 100089
Fig. 24. Ethnicity vs. number of stops and searches. This also verifies that, in a particular location, different ethnic people can feel differently.

Fig. 25. The correlation heatmap generated from the Stop-and-Search dataset indicates a strong influence of geolocation on policing operations, particularly
concerning the object of search. The heatmap reveals notable correlations between specific geographic locations and the nature or type of items being searched
for during these interventions. This suggests that certain areas or geolocations might exhibit a higher incidence or focus on particular objects of search within
the context of policing operations.

3.3. Application development for victim data collection

It is apparent that our detection of crime activity patterns lacks timestamp data, posing a challenge due to the absence of victim-
perspective features. Meeting our business requirements heavily relies on timestamped crime activities. To address this gap, we have
considered developing features that encapsulate the victim’s viewpoint in safety data collection of crime hotspots, incorporating
timing as a crucial factor in data acquisition. This broader initiative aims to encompass these aspects within our analysis, enhancing
the depth and relevance of our findings concerning crime patterns and safety perceptions.

In this paper, our proposal centers on the development of a novel application aimed at facilitating the real-time publication of
street safety reports by active users. We outline our strategy to create this application concurrently across Android and iOS platforms,
encompassing both mobile devices and smartwatches. Additionally, we introduced Amazon DynamoDB, a NoSQL database, as the
storage solution for this application. This paper serves as a comprehensive guide, detailing the meticulous steps involved in the
design and construction of this innovative application, elucidating the process from inception to implementation.
19
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Fig. 26. The analysis of gender and ethnicity concerning Stop-and-Search incidents highlights a significant predominance of males subjected to these interventions.
This substantial male representation underscores the urgency and motivation to design an application that facilitates the collection of such information more
effectively. Understanding the disproportionate representation of males in these encounters underscores the need for a platform that can efficiently gather
diverse demographic data, including gender and ethnicity, to comprehensively capture and analyze the nuances surrounding Stop-and-Search incidents. Such an
application could significantly contribute to gathering detailed insights into the experiences and perceptions of different demographic groups, enhancing efforts
to address disparities and improve the fairness and efficacy of law enforcement engagements.

Fig. 27. Time Series of stop and search in 2019. This basically verifies our hypothesis that, just like crime events, stop and search could differ based on time.

Fig. 28. Camden area stop and search density map.

3.3.1. Frontend development
The applications we are developing for various platforms – Android and iOS mobile devices, Android watches, and iOS watches

– are collectively referred to as the frontend. To ensure cross-platform compatibility, we have opted for the Flutter framework [32],
enabling us to create unified apps for Android, iOS, and Android Watch. The primary motivation behind watch apps is to simplify
20
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Fig. 29. The Population Estimate dataset features detailed demographic information for each Lower Layer Super Output Area (LSOA) boundary, presenting the
opulation count based on different age groups. This comprehensive dataset offers a breakdown of the number of individuals residing within each LSOA boundary,
ategorized by age ranges. The granular segmentation by age allows for a nuanced understanding of the population distribution within specific geographic areas,
acilitating analyses related to age demographics and population dynamics across various regions.

Fig. 30. Estimating the population per ward in Camden is a valuable addition, especially when correlating it with the aggregated data of various age groups
within the selected wards from the On Street Crime in Camden dataset. This integration provides a more comprehensive view of the demographics, enabling a
deeper analysis of crime trends and patterns within specific population segments.

user engagement, allowing easier submission of street safety opinions compared to mobile apps, which often involve cumbersome
unlocking, opening, and data transmission processes. The upcoming sections will delineate the primary phases of the application,
providing users with an insight into its functionalities and usage.

1. Application would start up and check to see if a random Id had previously been produced and stored locally. If not, it would
create one and save it in order to identify the specific device and application that is transmitting the data.

2. The user would get a drop-down form after the initial check. To comprehend the persona of the user, we would pose the
following questions:

a. Your age?

i. 15–25
ii. 25–40
21
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Fig. 31. The initial screen users encounter upon launching the safety app, SafeWalk, serves as the entry point into the application. This screen acts as a gateway,
roviding users with their first interaction and navigation options within the app’s interface.

iii. 40+

b. Your gender?

i. Male
ii. Female

iii. Not to mention

c. Your profession?

i. Engineer
ii. Doctor

iii. Entrepreneur

3. We would then show them a screen where they could tap to transmit information on whether or not they felt secure in a
certain geographic location or in a street.

ssentially, while the core process remains the same, the user interface will vary across both mobile and watch platforms. We will
rovide an in-depth exploration of these steps within the app, detailing every action. Our application spans four different platforms,
nd we aim to showcase each step comprehensively across all platforms, offering a detailed insight into the unique user experiences
ailored for each device.

The initiation would be the welcome message (see Fig. 31).
After the initial welcome message, the app would check if any random id exists as the user id. If not the app would detect that

his is the first the app is installed and will proceed to the page where we designed some questionnaire that would be asked to the
ser in order to understand the user’s persona (see Fig. 32).

Upon successful completion of the questionnaire, the obtained results are directed to the backend NodeJS server [33]. Initially,
he server generates a random UUID and stores the acquired user information in Amazon DynamoDB [34]. Subsequently, upon
eceiving the response, the server sends a 200 response status along with the generated random ID, which is stored within the
pplication as the user ID. This unique random ID serves as the user’s identifier, linking all subsequent data transmitted to the
erver. This robust connection between data and the assigned random ID ensures coherent association and tracking of user-generated
nformation within the application’s ecosystem.

Following a successful response, the app navigates the user to the main page, facilitating the submission of their feelings for
specific location. To access location details, the app requires explicit permission for GPS Location across various platforms. This

ermission enables the app to accurately fetch the user’s current location, ensuring that users can effectively share their feelings or
afety assessments for specific locations within the application (see Fig. 33).

After giving the precise GPS location permission, the app would show the user the main screen (see Fig. 34).
The main screen is organized into distinct sections, each identified and delineated by chronological numbers, providing a clear

nd structured layout for users to navigate through various elements or features within the interface.
22



A. Yunus and J. Loo Journal of Computational Mathematics and Data Science 10 (2024) 100089
Fig. 32. A questionnaire page has been designed to collect user information, providing valuable insights into the demographics of app users. This enables us
to create human personas, enhancing our ability to correlate user profiles with crime or stop-and-search incidents more accurately. This data-driven approach
enables a more precise understanding of how different user profiles relate to various incidents, facilitating targeted analyses and improvements within the app’s
functionalities.

Fig. 33. Indeed, the application necessitates GPS Location permission access on diverse platforms, including Android, iOS, wearOS, and watchOS. Users must
explicitly grant consent for the application to transmit their location data to the server. This consent ensures that the app can securely and appropriately access
and relay location information, complying with user preferences and privacy considerations while sending these details to the server for processing.

1. This section has a button that connects the server with the machine learning model that would take the user’s location and
make a prediction whether that place is safe or not. Figure shows the response message back.

2. This section consists of multiple buttons in different platforms that would send the safety feeling of the user in the server
and database.

3. This section shows the current location of the user (see Fig. 35).

The Reactive design approach integrates a fallback page within the application structure to manage error occurrences across
various layers—frontend, backend, and database. This page acts as a safety net, ensuring that whenever an error arises within any
23
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Fig. 34. Each platform’s main screen is meticulously designed to suit the device’s characteristics and user interaction patterns, ensuring a cohesive experience
while leveraging the unique capabilities of each platform.

Fig. 35. The app’s pivotal feature involves sending safety messages to users based on their location. This functionality is closely integrated with a proposed
machine learning system that operates using a pre-fed dataset. This system analyzes the location-based data and responds with assessments of whether the current
location is deemed safe or not, providing users with crucial safety insights in real-time.

of these components, a standardized fallback interface is displayed to the user. This design strategy aims to provide a seamless
user experience by gracefully handling errors in different scenarios, mitigating disruptions and maintaining the app’s usability (see
Fig. 36).

The architecture and design patterns of the app align with the SOLID design principle, pioneered by Robert C [35]. Martin,
emphasizing single responsibility and modularity in code composition. This approach prioritizes code that is easily extendable for
integrating new features while maintaining a clear and distinct purpose for each module. Additionally, the app has integrated the
Reactive design pattern, which emphasizes resilience, reactivity, and elasticity regardless of the app’s state, including instances of
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Fig. 36. Implementing error handling within the framework of a Reactive design pattern ensures that users encountering errors receive accurate and context-
specific messages. This approach holds immense importance as it facilitates the gathering of crucial user information related to encountered errors. By displaying
the appropriate error messages, this pattern not only enhances user experience but also aids in acquiring valuable insights into the nature and frequency of
errors, contributing significantly to the improvement and optimization of the application.

failure responses. This design philosophy ensures that the app consistently provides some form of response to users, even amidst
challenging situations, fostering a robust and adaptable user experience.

3.3.2. Backend development
Node.js, often known as Node, is a framework built based on the Google Chrome V8 JavaScript runtime engine. [36] defined

ode.js is an event-driven (event-based), non-blocking (non-blocking), and I/O platform built on the Google Chrome v8 engine.
synchronous Input/Output along with an event-driven architectural design are the main characteristics of NodeJS. In the typical
rchitecture, which deploys additional resources mainly as a multi-threaded paradigm in order to achieve high concurrency
olutions, whereas in event-driven architecture, a single thread is provided and deployed to lessen the synchronous I/O requests’
atency overhead. By retaining a single-threaded architecture and asynchronous request call for all I/O, Node.js restricts frequent
ask switching. By making use of the processing advantages of callback functions, its novel event loop system design enhances task
ccess efficiency.

Incorporating a NodeJS server streamlines request handling, enhancing scalability and performance. Its JavaScript-based ecosys-
em enables rapid development and flexibility for efficient application management. Furthermore, it fulfills diverse requirements:

1. The NodeJS framework is incredibly modular and scalable.
2. Learning curve is really obvious.
3. It employs Event Driven Architecture, which may be installed on any slow machine.
4. It is a framework with only one thread.
5. It may effectively handle CPU-intensive activities because it only uses one thread for them.
6. A large user base and libraries to address many complicated issues.

ur NodeJS and database server in conjunction with the frontend application also follows the MVC design pattern. According to
VC [37] is an architectural design pattern that is typically applied to web-based applications. Model, view, and controller are the

hree main levels that are offered. MVC is a widely used design pattern among developers. It serves as a full framework. In our
ontext our backend and frontend applications follow a complete MVC design pattern when our frontend acts as View, the backend
cts as the controller and then the database acts as the Model for our system.

.3.3. Database selection
We have a constantly dynamic data structure that must be able to fit in our database, so we would like to utilize a NoSQL database

hich can easily fit any data and scale horizontally. At any size, query speed for Amazon DynamoDB’s NoSQL database system is in
he single-digit millisecond range [34]. The primary explanation is that it always returns data in O(1) run time complexity queries
ecause it stores data using a hash key.

In addition to using DynamoDB, we adopted a single-table design in which all data, including user and GPS data, is contained in

single table. It would be expensive in terms of performance to utilize a relational database and have to join numerous tables. The
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Fig. 37. The database comprises collections from the application’s data. The ‘id’ serves as a distinctive identifier for individual devices, while the ‘accessPattern’
categorizes the unique device data, specifying whether it pertains to user information or the user’s location data.

Fig. 38. The app’s features are centered around storing user-provided information in the database. Initially, users input personal details followed by expressing
afety sentiments regarding specific geolocations. These inputs are stored and analyzed to facilitate predictive insights and analysis within the application.

ssue of completely forbidding the join system was resolved by DynamoDB. As there would be less overhead table creation, single
able designs are less expensive. We moved into this architecture for that reason.

Relational databases do not need to worry about remembering the data access pattern because they focus primarily on the
ormalization process. However, while designing a single table, one must decide which key to use as a search query and how to
uild the access pattern. To do that, we added one Local Secondary Index called ‘‘accessPattern’’ which identifies a row depending
n whether it contains user data or street safety data with GPS position (see Figs. 37 and 38).

We can find out that one single table holding different types of user data and these are distinguished by accessPattern attribute.
ased on the accessPattern we store and fetch the user personal information or location information.
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The table has the primary key consists of id and createdTime attribute. The id is generated from the backend from different types
f data and stored in the table. Same userId can have multiple rows as createdTime would make the key very unique hashing. There
s a Local Secondary Index (LSI) is created which gives us the chance to make another key consisting of the id and the accessPattern
o that we can easily fetch data based on accessPattern. Also Amazon DynamoDB gives the opportunity to define any other key
ased on the demand which is defined as Global Secondary Index to search any data in O(1) runtime.

.3.4. System security and privacy
The server employs UUID v4, generating completely random IDs for one-to-one user mapping, ensuring no feasible way to

race back to real individuals. Data transmission between the app and server utilizes the HTTPS protocol, encrypting data during
ransmission. Additionally, robust measures are in place to address vulnerabilities like SQL injection and XSS attacks, ensuring
omprehensive mitigation of potential security risks within the system.

.4. Dataset preparation

This section focuses solely on our unique dataset, from the analysis done on other datasets in Section 3.2. Our custom dataset is
arefully crafted to predict future crime activities using specific features we have gathered. It is the foundation for our predictive
odels, helping us understand and forecast potential crimes based on the specific data we have collected.

1. Initially, we selected the ‘‘On Street Crime In Camden’’ dataset and filtered it specifically for the data from the year 2019.
The primary reason behind choosing this dataset was its inclusion of geolocation information for each recorded crime event.

2. We narrowed down the dataset by selecting the top three wards with the highest recorded crime events and the bottom three
wards with the least recorded incidents. This step was taken to reduce the dataset size for further analysis.

3. We generated a simulated timestamp using the ‘‘epoch’’ feature, initially containing month and year details. By selecting
a random number between 1 and 30, we simulated the day of the crime event and combined it with the ‘‘epoch’’ feature,
creating a new feature termed ‘‘timestamp’’. This process aimed to simulate varied timings for crimes occurring in different
locations.

4. We retrieved postcodes, wards, and LSOA (Lower Layer Super Output Area) details from https://findthatpostcode.uk/ by
utilizing the GPS location of each recorded crime. This approach enables us to merge additional datasets based on postcodes,
wards, or LSOA, facilitating a comprehensive analysis based on geographical and administrative divisions.

5. Utilizing the geolocation data, we merged information regarding the count of bus and tube stations within a 300-m radius
from the crime location in the Camden crime dataset. This step aimed to incorporate proximity-based details of transportation
hubs to enrich the dataset for further analysis.

6. We incorporated data on the count of markets and license registers within a 300-m radius from the crime hotspots, specifically
based on postcodes. This merge aimed to augment the dataset with details concerning local markets and HMO licensed
establishments in close proximity to the crime locations for comprehensive analysis.

7. For each entry in the Camden crime dataset, we iterated through the rows. During this process, for every recorded crime
event, we examined the simulated timestamp. We then assessed the number of crime events that occurred within the dataset
during the preceding one-month timeframe from that specific timestamp. Subsequently, we appended this information to
the respective rows within the dataset, providing additional context regarding the frequency of crime occurrences within a
month’s span relative to each event.

8. Similarly, for the Stop-and-Search dataset, we undertook a comparable process. However, in this instance, we specifically
focused on the last two weeks of stop-and-search activities related to the recorded crime events. This allowed us to
contextualize each crime event with the stop-and-search activities occurring within a more immediate time frame, providing
a snapshot of law enforcement activities closer to the events.

9. We designed a simulated feature within the app that aggregates the total number of unsafe reports received for a specific
location. This process involved aggregating data from the past two weeks and appending this cumulative count to each
corresponding location. Essentially, this feature provides an overview of the total unsafe reports recorded for individual
locations within the specified timeframe. As the app has not been launched yet, we have temporarily assigned the same
count as the stop-and-search numbers. This placeholder measure helps approximate potential unsafe reports until the app is
deployed and starts collecting actual data.

ur primary dataset comprises a combination of open-sourced features and custom application-generated simulated features. These
ollectively form the comprehensive set of attributes within our dataset, blending external data with internally generated simulated
haracteristics for comprehensive analysis (see Table 2).

Our primary goal is to predict the number of potential crime activities in a specific location. To address this, we have created
he key output label ‘‘total_crime_count_after_two_weeks’’, forecasting the expected number of crime incidents from the current day
o the subsequent two weeks. To optimize the dataset for machine learning models, we’re considering additional preparation steps.

hile Street ID, postcodes, latitude, and longitude serve as unique identifiers, they might introduce noise into the dataset for the
odels. However, through our dataset preparation, we’ve observed that even if we remove these identifiers, the combination of

ther features, such as ‘‘total_crime_count_before_one_month’’ and ‘‘number_of_market_kiosk_within_300M’’, allows us to still pinpoint
location effectively.
27
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Table 2
These are the features we have extracted for our prediction system’s dataset from all the open source dataset we analyzed.

Feature name Description

1 crime_category Includes the crime category associated with each recorded incident.
2 stree_id Specifies the street where the crime event occurred.
3 stree_name Indicates the specific street name where the crime event took place.
4 epoch Holds details regarding the month and year of the crime incident.

5 ward_code We retrieved the ward code where the crime occurred using the GPS location of the
incident. Previously we tagged this as ‘‘Ward Code’’ in the dataset.

6 ward_name Ward name of that ward. Previously we tagged this as ‘‘Ward Name’’ in the dataset.

7 longitude The longitude geo-information denotes the specific longitudinal coordinate of the crime
incident’s location. Previously we tagged this as ‘‘Longitude’’ in the dataset.

8 latitude The latitude geo-information represents the precise latitudinal coordinate of the crime
incident’s location. Previously we tagged this as ‘‘Latitude’’ in the dataset.

9 timestamp Simulated time information is generated by augmenting the epoch feature with a
random day number between 1 and 30.

10 month_number Derived from the timestamp, it indicates the month in which the crime occurred.
Previously we tagged this as ‘‘monthNumber’’ in the dataset.

11 week_number Obtained from the timestamp, it specifies the week during which the crime occurred.
Previously we tagged this as ‘‘weekNumber’’ in the dataset.

12 post_code Similarly, we added the postcode by retrieving it using the same method as the ward
code from the GPS location of the crime. Previously we tagged this as ‘‘PostCode’’ in
the dataset.

13 lsoa Similar to retrieving the ward code, we obtained the Lower Layer Super Output Area
(LSOA) of the crime event from latitude and longitude data. This LSOA information is
utilized for merging with other datasets, enabling comprehensive analysis. Previously we
tagged this as ‘‘LSOA’’ in the dataset.

14 total_crime_count_before_one_month This represents the count of crimes that occurred at this geolocation within the month
preceding the day of this specific crime incident.

15 total_crime_count_after_two_weeks This indicates the count of crimes that occurred at this geolocation within the two
weeks following the day of this specific crime incident.

16 number_of_market_kiosk_within_300M This value represents the count of markets and kiosks within a 300-m radius from the
vicinity of the crime incident. Previously we tagged this as
‘‘numberOfMarketKioskWithin300M’’ in the dataset.

17 number_of_tube_point_within_300M This indicates the count of underground railway stations (tubes) within a 300-m radius
from the vicinity of the crime incident. Previously we tagged this as
‘‘numberOfTubePointWithin300M’’ in the dataset.

18 number_of_bus_stop_within_300M This represents the count of bus stations located within a 300-m radius from the
vicinity of the crime incident. Previously we tagged this as
‘‘numberOfBusStopWithin300M’’ in the dataset.

19 number_of_license_register_within_300M This signifies the count of House in Multiple Occupation (HMO) license registrations
within a 300-m radius from the area of the crime incident. Previously we tagged this as
‘‘numberOfLicenseRegisterWithin300M’’ in the dataset.

20 total_stop_and_search_in_past_two_weeks This signifies the cumulative count of stop-and-search activities conducted in the two
weeks preceding the crime incident.

21 total_population The total population residing around the vicinity of the crime incident’s geolocation.

22 young_population The young population aged 15–40 residing around the vicinity of the crime incident’s
geolocation.

23 total_unsafe_report_in_past_two_weeks The simulated feature generated by our application, at present, does not provide
additional information. However, we devised this feature using the following formula:

total_unsafe_report_in_past_two_weeks = total_stop_and_search_in_past_two_weeks + 2 ∗
total_crime_count_before_one_month

Our hypothesis is that the total number of unsafe reports will exceed the combined sum
of actual stop-and-search instances and the total count of crimes.

Our dataset was partitioned into a training set and a test set. The training set contains 80% of our primary prepared dataset,
hile the test set holds the remaining 20%. Our primary predictive focus revolves around forecasting the occurrences or the count
f crime activities expected in the next two weeks, considering all available features. Here are the final features selected for our
redictive models (see Fig. 40):.

We also tried to find all the best features among these 11 features. We used the SelectKBest method from SkLearn to find out
he best features among these. These are the best features found
28



A. Yunus and J. Loo Journal of Computational Mathematics and Data Science 10 (2024) 100089
Fig. 39. The custom dataset features we have curated are specifically tailored for our prediction system. These features are meticulously selected and designed to
enhance the accuracy and effectiveness of our predictive model, catering to the specific requirements of our system for crime activity forecasting. The breakdown
of each feature listed below, despite prior discussions on dataset preparation, is as follows.

Fig. 40. The ultimate set of features chosen to be inputted into the machine learning model. Our end goal is to find the value of
‘‘total_crime_count_after_two_weeks’’.

1. total_crime_count_before_one_month
2. number_of_license_register_within_300M
3. total_unsafe_report_in_past_two_weeks

But we came to the conclusion that in order to prevent overfitting we should go for all the features to be fed in the model and
find out the outcome. And finally it is clear that this is a regression problem, so we will be using different regression models for
achieving our objective.
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Table 3
Linear regression metrics. These evaluation metrics provide a comprehensive overview of a
machine learning model’s performance. The Mean Absolute Error (MAE) of 1.817 signifies the
average absolute discrepancy between predicted and actual values. Meanwhile, the Mean Squared
Error (MSE) of 6.811, along with its Root Mean Squared Error (RMSE) counterpart at 2.609,
indicates the average squared and square root of the differences, respectively, emphasizing the
model’s sensitivity to larger errors. The R2 Score of 70.2% showcases the model’s capability
in explaining about 70.2% of the variance in the dependent variable, reflecting its overall
explanatory power. Lastly, the Max Error of 20.971 highlights the largest observed difference
between predicted and actual values, offering insight into the model’s maximum prediction
discrepancy. These metrics collectively aid in understanding the model’s accuracy, precision,
and explanatory ability on the dataset under consideration.

Mean Absolute Error 1.817
Mean Squared Error 6.811
Root Mean Squared Error 2.609
R2 Score 70.2%
Max Error 20.971

Table 4
The Linear regression model’s performance metrics with normalized data closely resemble those
without normalization. This similarity in metrics suggests that normalization has not significantly
altered the model’s predictive ability. The model maintains a consistent level of performance even
with the application of normalization to the dataset.

Mean Absolute Error 1.821
Mean Squared Error 6.835
Root Mean Squared Error 2.614
R2 Score 70.1%
Max Error 21.146

4. Result analysis

In this section, we will delve into the outcomes derived from our prepared dataset utilized for crime activity prediction using
egression Models. To comprehensively evaluate these results, it is essential to define certain terms that aid in understanding the
redictive capability of these models. These terms will serve as benchmarks for assessing the effectiveness and accuracy of our
redictive models.

1. Absolute Error
The difference between the actual value and the predicted value is referred to as the absolute error. The lower the better.

2. Mean Absolute Error (MAE)
This represents the average of all absolute errors known as the Mean Absolute Error. The lower the better.

3. Mean Squared Error (MSE)
This checks the measurement of how closely the line generated by the regression model resembles a set of points. The lower
the better.

4. Root Mean Squared Error (RMSE)
RMSE acts similar to MSE, but it is square rooted to make it easier to understand. The lower the better.

5. Max Error
Highest Absolute Error. The lower the better.

6. R-squared (R𝟐)
This is the metrics that defines the goodness-of-fit measurement for any regression model. It ranges from 0 to 1 but can be
presented in the percentage. The higher the better.

.1. Linear regression

The initial model employed for training and testing is the Linear Regression model using default parameters. By fitting the test
ataset into this model, we obtained specific results that reflect the model’s performance in handling the data. These results provide
aluable feedback regarding the fitting process and the model’s efficacy (see Table 3).

The results indicate that even without fine-tuning the prepared dataset, the model exhibits significant prediction capability. The
otable R2 Score of approximately 70% reflects the model’s ability to explain and predict crime activities based on the dataset
rovided. Additionally, examining sample data showcases the accuracy of calculated actual and predicted values, providing further
nsight into the model’s performance (see Fig. 41).

We also found out our regression line could fit nicely among the data points (see Fig. 42).
After this we also tried to look if the results could be any better if we normalize the features using the StandardScaler method
rom SkLearn library. These are the results we received (see Table 4).
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Fig. 41. Displaying the actual and predicted values in the test dataset through bars visually illustrates the model’s predictive ability. The comparison between
these values provides a clear insight into how well the model aligns with the actual observed data, highlighting its predictive performance across various instances
within the dataset.

Fig. 42. The regression interceptions exhibit a smooth and well-fitted alignment within the model. This fitting indicates a coherent relationship between the
redicted values and the observed data, showcasing the model’s accuracy in capturing the underlying patterns within the dataset.

Table 5
The metrics for Ridge regression closely resemble those of Linear regression. This similarity in
performance metrics indicates a comparable predictive ability between the two models. Both
Ridge regression and Linear regression showcase analogous levels of performance across the
evaluation metrics.

Mean Absolute Error 1.817
Mean Squared Error 6.811
Root Mean Squared Error 2.609
R2 Score 70.2%
Max Error 20.971

4.2. Ridge regression

Ridge regression is a variation of linear regression that focuses on optimizing the loss function to minimize complexity. To
ake this adjustment, a penalty parameter that equals the square of the coefficients’ magnitude is introduced here for the Ridge
egression. Below are the results we got from Ridge regression (see Table 5).

.3. Lasso regression

Lasso regression is also another extension of Linear Regression where mainly the loss function is tuned for reducing complexities.
y restricting the sum of the absolute values of the model coefficients, Lasso modifies the loss function to reduce the model’s
omplexity. The results are below (see Table 6).

It is noteworthy that for various linear regression techniques, the penalty parameter, often referred to as alpha, is carefully
uned to attain optimal results. Tuning this parameter is crucial as it significantly impacts the performance and predictive accuracy
31



A. Yunus and J. Loo Journal of Computational Mathematics and Data Science 10 (2024) 100089
Table 6
The metrics for Lasso regression showcase a resemblance to those of both Linear regression
and Ridge regression. Similar performance metrics suggest a comparable predictive capa-
bility among the three models. All three—Linear regression, Ridge regression, and Lasso
regression—demonstrate analogous levels of performance across the evaluation metrics used.

Mean Absolute Error 1.816
Mean Squared Error 6.813
Root Mean Squared Error 2.610
R2 Score 70.2%
Max Error 20.959

Table 7
The XGBoost Regression model exhibited a notable performance enhancement compared to other
linear regression methods. Specifically, our XGBoost Regressor showcased superior performance,
outperforming the default Linear Regression model by achieving an impressive R2 Score of
approximately 76%. This substantial improvement signifies the superior predictive capability and
effectiveness of the XGBoost Regression model in this scenario.

Mean Absolute Error 1.706
Mean Squared Error 5.517
Root Mean Squared Error 2.348
R2 Score 75.8%
Max Error 16.717

Fig. 43. The convergence graph for XGBoost’s RMSE demonstrates a gradual convergence towards a plateau. This convergence trend suggests a stabilizing pattern
in the model’s performance, indicating that further iterations might not significantly improve the model’s predictive ability.

of different linear regression models. Achieving the best results often involves fine-tuning this parameter to strike a balance between
model complexity and performance.

4.4. XGBoost regression

Utilizing the XGBoost Regression as our subsequent model, we initiated by normalizing the dataset to suit the model’s
requirements. For evaluation, we employed the Root Mean Squared Error (RMSE) as the metric to assess the model’s performance.
Below is the convergence graph depicting the model’s progress during training (see Fig. 43).

We also looked into other default measurements of this regression model (see Table 7).

5. Research application

The outcomes derived from our model represent a crucial aspect in implementing our research to address real-world challenges.
To reiterate our research goal, it revolves around the analysis and prediction of crime activities within the broader London region.
Despite the unavailability of a comprehensive dataset covering the entire London geography, we successfully acquired datasets from
the Camden area, enabling us to construct a tailored dataset capable of predicting crime occurrences in specific geolocations over
defined periods. This strategy holds applicability for two distinct entities in implementation.

1. Application Users
In Section 3.1, we laid out the foundation of the application to collect user’s data. We also introduced a critical feature for
the app that lets a user find out whether a place is safe to visit or not. If we look into the Fig. 39, we would find out they
would have to tap the button that would take the GPS location of the user, convert it into the nearest street id we collected
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Table 8
With new, unseen data, we aim to leverage these input features to forecast the crime counts
in the near future. This fresh set of data serves as the basis for predicting forthcoming crime
occurrences using our established model.

month_number 7
week_number 25
total_crime_count_before_one_month 130
number_of_market_kiosk_within_300M 20
number_of_tube_point_within_300M 3
number_of_bus_stop_within_300M 5
total_stop_and_search_in_past_two_weeks 200
total_unsafe_report_in_past_two_weeks 250

from Camden and then could reply back to the safety of the street based on the total crime that would happen on the next
few weeks. Although this is in week level granularity, the system could be modified further which is discussed in Section 6
to get a real time analysis of the street condition. After getting the GPS location of the user, basically the next steps are all
almost the same as the one we discussed for the Government Organization section above.

2. Government organization
Government organizations like the London Metropolitan Police can directly utilize this research to forecast crime activities
in specific geolocations, focusing on the Camden area. For instance, to predict events in the WC2H-8AH postcode in week
25 of 2022, they would input the postcode and week number into the system. The system would then derive unchanging
features—such as bus and tube station counts, market numbers, and similar data—from historical records. These would be
integrated into the input features, forming a structured input for analysis. A simple test data could look like this (see Table 8):

6. Limitations and future work

The system we have proposed and developed primarily centers on analyzing crime patterns. To enable real-time analysis, our aim
s to condense the time frame involved. At present, we compute past crime occurrences and stop-and-search activities for individual
ates, forecasting events for the upcoming two weeks. To elevate the precision of real-time analysis, our goal is to narrow down the
imeframe for calculating past crimes and enhance the accuracy of predicting events specifically for the current day, rather than a
roader two-week projection. While this transition presents a challenge, it holds promise for substantially improved results.

A prospective area for future work involves refining the focus on crime category activities. Presently, we have considered past
rime activities collectively, irrespective of their specific crime categories. We aggregated all the past month’s crime activities to
reate a single feature. Moving forward, a refinement could involve associating each crime category as an individual outcome. For
nstance, instead of summarizing all crime activities for the past month, we could predict specific crime categories, such as total
exual assaults in the upcoming weeks, defining this prediction as ‘‘twoWeeksSexualAssaultCrimes’’. However, fine-tuning the model
o predict these specific outcomes requires meticulous adjustments and enhancements.

In our upcoming work, our focus will predominantly revolve around the dataset collected from the mobile application. While
ur primary model is built on the prepared dataset, it might lack the depth needed to predict various scenarios accurately under
ifferent conditions. Furthermore, we have not incorporated the data collected from the application into our foundational model.
herefore, upon reviewing the collected data:

1. User’s age
2. Gender
3. Profession
4. Commute frequently etc.
5. Safety/Unsafe message from the app.

n our current approach, we have solely utilized a single feature—an aggregation of total unsafe messages received from the user’s
pplication. Integrating additional features without context into our primary dataset lacks meaningful correlation. Therefore, future
ork may involve the creation of an independent dataset, with each new feature appended in an aggregated form to the base dataset.
elow, we illustrate a potential scenario:

Indeed, certain locations might pose greater safety concerns for women, especially during nighttime, compared to men. In
cenarios where users, particularly women, inquire about safety levels through the app, the gender of the user becomes a crucial
actor in making accurate predictions. Considering the gender of the user is essential for ensuring a more tailored and precise
rediction, especially in contexts where safety concerns vary based on gender-specific experiences in certain areas (see Fig. 44).

. Conclusion

Our primary aim is to analyze crime activities and facilitate real-time predictions for any location using available open-source
ata. We specifically chose the London Camden area due to its diverse range of accessible datasets, including Metropolitan police
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Fig. 44. Our vision involves the app delivering tailored safety messages to diverse user personas. When a pedestrian inquires about a location’s safety, the
ystem retrieves recent crime statistics, station records etc. as base features, and uses the previously provided user persona. Then, it selects the appropriate
odel to predict the safety of that street. This task necessitates a substantial volume of data points to ensure accurate safety assessments for locations.

ata and Stop and Search data. This work demonstrates the potential of leveraging these open-source datasets to construct a
omprehensive dataset. This dataset can be employed in various regression models to forecast future crime activities effectively.

This methodology holds applicability to any location equipped with similar open-source features. However, the dataset used
n this study had certain limitations, lacking actual timestamps and victim-specific data points. To address these limitations, our
esearch introduced an innovative approach: the development of an application. This application aims to enhance the dataset by
ffering additional data points crucial for analyzing crime patterns. It includes accurate timestamps, victim perspectives, personas,
nd other pertinent details to enrich and augment the dataset for more comprehensive analysis.

Our research illustrated that with a dataset formulated around defined points of interest, a straightforward linear regression model
s suitable for this scenario. Moving forward, our focus lies in data collection through the application and expanding predictions to
ccommodate diverse conditions.

The system has been thoroughly developed and is ready for deployment within the Camden area. Its primary goal is to provide
sers with crime safety awareness and equip administrators with actionable insights. By enabling proactive measures, the system
ims to enhance overall safety and effectively tackle security issues. Additionally, a partial release of the resource materials related
o this research has been made available [38] to support further advancements in this research field.
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