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ABSTRACT: On the background of mobile, ubiquitous, and pervasive applications, context de-
termination and assignment is a necessary factor to provide IT solutions suited to a user and
the user’s current situation. In this paper, context is seen as n-ary relationship. Context gets
embedded into ontologies, which are used to structure application specific knowledge.

We present an integrative, case-based modelling approach for context and context manage-
ment. We discuss the incorporation of context-based reasoning and explanation. And finally,
we show how to apply our approach for trust management.

RESUME: Dans le cadre des applications mobiles, diffuses et omniprésentes, la détermination
et l'explicitation du contexte est un facteur nécessaire pour fournir des solutions IT personna-
lisées a un utilisateur donné dans une situation donnée. Dans ce papier, le contexte est consi-
déré comme une relation n-aire. Le contexte est supposé contenu dans des ontologies qui sont
utilisées pour structurer les connaissances spécifiques des applications. Nous présentons une
approche basée sur une modélisation de cas pour exprimer le contexte et sa gestion. Nous
discutons l'incorporation d'un raisonnement et la génération d'explications basés sur le con-
texte. Nous montrons finalement comment appliquer notre approche dans la gestion de la
confiance.

KEY WORDS: context, context-based reasoning, case-based reasoning, ontology, trust manage-
ment, explanation
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1. Motivation

A core issue for managing and sharing knowledge is to decide on relevance, ap-
plicability, and reliability of pieces of information. This is especially important, as
several decisions base on these aspects, e.g., the choice of policies and strategies on
dissemination and reception, the evaluation of exchanged information, the categori-
zation of a piece of information, and activities to start upon an information’s con-
tent. These decisions are inseparably interwoven with the aspects of context, as the
decision factors are given by the current contextual information: the topic of the
piece of information, the exchange partners and their relationship, the physical and
the logical location, the current activity and emotional state of each partner, and so
forth.

As the determination of context generally is subject to uncertainty, models and
methods are needed, which support a soft matching of a present situation to possible
decisions or decision factors. We propose a modelling approach to integrate contexts
and contextual knowledge into application knowledge. Hence, reasoning on context
results in the task to retrieve a matching persistent context by a given transient con-
text, where transience refers to context information available at a single point of
time, while persistence stands for a (memorized) recurring pattern of context (Lei et
al., 2002). Based on the transient context, it will be possible to make decisions for a
subject in that context based on experience of similar past situations.

Accepting a decision usually is a matter of understanding the reasons that led to
it. In addition to matching a context, the models and methods must be capable of
providing explanatory information. This information will explicate how and why a
system has come to a specific decision.

Context and related decision factors build a basis for the aspect of trust. In other
words, trust can be understood as a valuation of given contextual information. De-
termining the context therefore is essential to be able to decide upon the trust to put
in a subject. Applying trust allows a soft valuation of knowledge regarding its rele-
vance and reliability depending on the context the knowledge is retrieved or will be
used in. Furthermore, as trust always is a personal valuation of someone or some-
thing, it is a necessary prerequisite for a person to understand the decision on trust
made by a retrieval system. Thus, it is necessary to be able to explain the decision on
trust.

The following sections reference current approaches in context modelling and
context-based reasoning. In Section 2, the integrative modelling approach for con-
text is described and how matching persistent contexts will be retrieved. Section 3
discusses the incorporation of context-based retrieval and explanations. Finally, Sec-
tion 4 shows how to apply our approach for determining and managing trust and
what the explanations accomplish.



1.1. Context Modelling

Generally, context is defined as “the interrelated conditions in which something
exists or occurs” (Merriam-Webster, Online Edition). Transferred to exchange and
management of knowledge in the information technology sense, context can be seen
as a multi-dimensional space, which by nature cannot be determined in its whole. In
(Lenat, 1998), (Pascoe, 2001), (Schmidt, 2002), and (Mitchell, 2002) various ap-
proaches are given that try to reduce context to a “most useful selection” of aspects
of the environment, e.g., time, place, topic, granularity, trustability, cultural informa-
tion, provability, social information, and availability.

Early models for context representation come from Artificial Intelligence (Bré-
zillon, 1999). Here, contexts are mostly represented in a logical notation. Functions
and predicates are given for each of the aspects (dimensions) of the environment.
This results in a rule system having stand-alone context objects with concrete char-
acteristics in their aspects. Hence, abstract and detailed requests for matching con-
textual information are possible. But it will be difficult to compare contexts or re-
trieve similar or related contexts. In particular, the model in (Bagci et al., 2003) de-
scribes context as named, aggregated structure, where simple contexts consist of a
descriptor-state-pair and complex contexts consist of aggregations of simple and
complex contexts.

In contrast to above, our approach follows an integrative and open way of mod-
elling context, which does not limit or specify its dimensions a-priori. The structure
and semantic will be given in the design phase of an application in conjunction with
modelling application knowledge. Using these context structures as types for context
representation allows for efficient matching of contexts.

1.2. Context-based Reasoning

Coming from the domain of intelligent agents and autonomous systems, (Gon-
zalez and Ahlers, 1998) introduces Context-Based Reasoning (CxBR) as a paradigm
simulating human behaviour to perform tactical tasks. Its main premise is that hu-
mans make decisions based on a subset of available knowledge and context informa-
tion. CxBR incorporates transitions between contexts to determine actions to be per-
formed. These transitions correspond to matching transient and persistent contexts.
In (Norlander, 1999), the mechanism used for transitions is realized by rules. A re-
vised specification of CxBR is described in (Stensrud et al., 2004), which incorpo-
rates new aspects on learning by replacing or extending the rule-based transition
logic with neural networks.

Also coming from the intelligent agents’ domain is the approach on Context-
Mediated Behavior (CMB) by (Turner, 1997). Knowledge about context is repre-
sented as contextual schemas (c-schemas), which contain persistent contexts related



behavioural information for the agent. Decisions about actions are taken by match-
ing a situation to a c-schema.

The retrieval mechanism used in our approach can be seen as structured, learning
transition logic for CxBR. In contrast to neural networks, knowledge on retrieving
and matching contexts gets explicitly modelled in a human understandable way. By
matching context structures, the mechanism allows a fuzzy and soft matching in
opposite to complex rules. Our approach is closely related to the work on CMB even
regarding the way of retrieving matching contexts. However, no proprietary model
is needed to represent contexts and our approach makes use of relations in the appli-
cation knowledge model to enable soft retrieval.

2. Integrative Context Modelling

Separating context and application knowledge in IT applications has only grown
reasons. Human knowledge processes do not explicitly differ between kinds of
knowledge. The same mechanisms and processes are used to store and handle
knowledge of either kind. Depending on the needs, knowledge may switch roles. It
may be once used as explicit knowledge for problem solving and another time as
contextual knowledge.

Integrative context modeling refers to the likewise use of mechanisms and repre-
sentations as being used for general application knowledge modeling. Further, it
integrates application and context knowledge. Hence, using ontologies for represent-
ing structures in knowledge can also be used for representing context. The aspects of
a context will be taken from the pool of application knowledge or extends this pool,
respectively.

2.1. Context as Relationship

Relationships have the actual leading role in an ontology. Only with the use of
relationships a simple collection of terms transforms into a structured, semantic net.
Context intrinsically is a semantic element: A specific selection of information ob-
jects describes a particular context. The aspects of a context can be mapped to de-
termined roles of the associated information objects. A context relation describes a
structured scope in which the information object is valid (or applicable).
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Figure 1. Simplified book review context

Figure ldepicts a relationship for defining and instantiating a book review con-
text. Here, six aspects describe a context type Book Review with the related aspect
roles Reviewer, Publisher, Source, Item, Item Author, and Item Genre. The relation-
ship type is a specialization of the context type Review, which again is a specializa-
tion of a generic Context type. To instantiate a Book Review, the n-ary relation be-
tween information objects gets typed and bound to information objects of the aspects

type.

2.2. Advantages of Integrative Modelling

The advantage in comparison with existing, mostly application specific models is
a flexible but structured possibility to provide context for context-aware systems.
For the Topic Maps standard (TopicMaps, 1999), the model gives a more precise
semantics for context and an extension of the integrated scope approach (Pepper and
Grenmo, 2001). Regarding the Semantic Web (Berners-Lee et al., 2001), the W3C



standards RDF, RDF Schema', and OWL? can be used. Here, context relations must
be defined first. There is no built-in scoping. Necessary contextual information then
can be inferred using the same mechanisms as for the application knowledge.

Embedding context in application knowledge makes modeling and management
of context and contextual knowledge easier to understand and to maintain. Further,
by scoping based on contexts, views can be defined in the knowledge model (and
hence the context model) to define the relevant visible sub-ontology including con-
text itself. Of course, tool support is required to handle modelling and maintenance
of the different contexts/views.

With the characteristics of a relationship it is possible to define the properties of
specific contexts on the level of knowledge modeling. These are, among others, rele-
vant domains for a context and their cardinality, dependencies between concrete
aspects and the context, and the information objects having the scope of this context.
Especially because of dependency and scope modeling, fragmentation of the knowl-
edge space, e.g., for mobile applications (Schwotzer and Geihs, 2003), will enclose a
context at its whole or not at all.

Regarding modeling, contexts can also act as aspects for more complex contexts.
This way, historic or temporal dependencies regarding a sequence of contexts can be
modeled. This may be essential for decision making, as different chains of actions
may lead to different decisions, also if the final context is the same.

Another important aspect of integrating context into the application knowledge is
the conjoint use of management tools and environments. This opens a variety of
possibilities not only for defining a model but also to maintain and retrieve context.

2.3. Context Retrieval

By conjointly modelling context knowledge and application knowledge, a basis
is given for retrieving context analogously to other knowledge. Basically, then, it is
possible to recognize identical contexts: two contexts are equal, if they have the
same type and if the aspect specific roles each are bound to the same information
objects.

Moreover, the aspect of fuzzy reasoning is of much more interest when applying
context. (Bergmann and Schaaf, 2003) describes the close relationship between On-
tology-based Knowledge Management and Structural Case-Based Reasoning. Case-
Based Reasoning (CBR) shortly can be described as follows: In order to solve a par-
ticular problem, look for a similar problem experienced in the past, take the solution
from the past problem and try to reuse it to solve the actual problem.

' Resource Description Framework: http://www.w3.org/RDF/
2 Web Ontology Language: http://www.w3.0rg/2004/OWL/



Applying Structural CBR to reason on context allows to find more detailed con-
texts to an incomplete defined context request, and vice versa to find more general-
ized contexts for over-specified requests. As a transient context in most cases will
not have an exact equivalent in their aspects, the application of fuzzy reasoning will
allow finding the best matching persistent context.

In (Mikalsen and Kofod-Petersen, 2005), the authors describe the use of CBR for
retrieving the matching persistent context for a transient one. Their approach still
has a separate model for context and contextual knowledge based on a context-
taxonomy. In a way, this taxonomy can be seen as the definition of an application
specific type structure for context, providing a context hierarchy for, e.g., task,
physiology, mental, and spatio-temporal contexts.

2.4. Context Management by Case-base Maintenance

In the scenario described above, the body of contextual knowledge (or the con-
text base) resembles a case base. Thus, managing contexts, i.e., keeping the context
base up-to-date and consistent, can be understood as a maintenance task, where
maintenance, according to (Groenendijk, 1996), is the combination of all technical
and associated administrative actions intended to retain an item, or restore it to, a
state in which it can perform its required function. In this case, the item is the con-
text base.

Aamodt and Plaza (1994) developed the most influential, widely acknowledged
process model that operationalizes the informal description given above. Their dy-
namic model identifies four sub-processes (also called steps): Retrieve, Reuse, Re-
vise, and Retain. In the first step, the case-based reasoner retrieves the most similar
case (or cases) that fits the current situation. Then, the system reuses the information
and knowledge in that case and proposes a solution (suggested solution). If the solu-
tion is rejected the CBR system revises the proposed solution, and suggests a further
revised case until it is accepted (confirmed solution). During Retain, the confirmed
solution is stored in the case base. The four steps describe the general tasks in a
case-based reasoner. They provide a global external view to what is happening in the
system.

In order to include maintenance processes, (Reinartz et al., 2001) enhanced the
original process model with two new steps: Review and Restore. The Review step
considers the current state of a CBR system, checks its quality, and invokes the Re-
store step if necessary. The Restore step actually changes the contents of the CBR
system to get it back to a desired level of quality.

In (Roth-Berghofer, 2003), a methodology for maintaining the knowledge of
CBR systems is described. The SIAM methodology enhances the INRECA method-
ology for developing industrial CBR systems (Bergmann et al., 2003). The SIAM
methodology employs Event-Condition-Action (ECA) rules, which are rooted in



multiple disciplines of database management systems research (Reinert and Ritter,
1998), to manage the maintenance tasks. In order to maintain the knowledge of a
context-based system, the respective system must be analyzed to find triggers that
change the system, leading from the application phase, where the application knowl-
edge remains unchanged, to the maintenance phase. The transition is triggered, on
one hand, by learning a new context (depicted by the arrow from Revise to Retain,
in Figure 2) and, on the other hand, by manually adding new knowledge. Then, an
appropriate maintenance manual must be developed to handle the changes appropri-
ately.

- Maintenance Application
Phase Transient Context — < Phase

Restore

Review

Figure 2. Six steps process model of Case-Based Reasoning (adapted from (Rein-
artz et al., 2001))



3. Context and Explanation

As soon as contextual information is available and a decision support system
uses the context information for its reasoning process, the need arises for explaining
system answers to the user with respect to the contextual information. The user is
interested in how much trust he or she can have in a system. An obvious approach to
increasing the confidence in a system’s result is to output explanations as part of the
result (Moore and Swartout, 1988). Belief in a system can be increased not only by
the quality of its output but, more importantly, by evidence of how it was derived
(Swartout, 1983). The user wants to have a sense of control over the system
(Swartout and Moore, 1993).

Explanations are studied in depth in Philosophy of Science. There, scientific ex-
planations are answers to why-questions (Schurz, 1993): "Can some fact E (explan-
andum) be derived from other facts A with help of general laws (explanans,
LUA)?".

3.1. Requirements on Explanations

Expert Systems research early on operationalized explanations, at a time, when
context was not considered explicitly. Now, we can hope to develop more relevant
explanations. Explanation generation always involves communication with the user
who is part of the context of the system. The respective system must make assump-
tions on what the user already knows and where he or she lacks knowledge.

Nevertheless, Expert Systems research derived valuable guidelines on what
makes an explanation good. Five aspects of good explanation in a knowledge-based
system are deemed important and fall into three classes (Swartout and Moore, 1993).
The first requirement is concerned with how the explanations are generated. The
second and third are requirements on the explanations themselves. The fourth and
fifth both concern the effect of an explanation facility on the construction and execu-
tion of a knowledge-based system.

Fidelity. The explanation must be an accurate representation of what the knowl-
edge-based system does. Therefore, the explanations must be based on the same
knowledge that the system uses for reasoning.

Understandability. The generated explanations must be understandable, i.e., con-
ceptually as well as regarding their content. This involves factors such as terminol-
ogy, user sensitivity, abstraction, and summarization. Swartout and Moore further
identified the factors perspectives, feedback, and linguistic competence. The system
should be able to explain its knowledge from different perspectives and should allow
for follow-up questions if the user indicates that he or she does not understand (part
of) an explanation. The explanations should sound ‘natural’ and adhere to linguistic
principles and constraints.



Sufficiency. The system has to 'know' what it is talking about. Enough knowledge
must be represented in the system to answer the questions users have. Explanation
knowledge cannot be derived from problem solving knowledge. Knowledge acquisi-
tion, therefore, must be extended to also address explanation needs. Asking ques-
tions on what the system should explain later on when it is deployed, of course,
helps to acquire problem solving knowledge more completely.

Low construction overhead. Explanation must either impose a light load on the
construction of a knowledge-based system, or any load that is imposed should be
rewarded, for example, by easing some other phase of the knowledge-based sys-
tem’s life cycle. The question of what should be explained by a knowledge-based
system is surely domain and application specific. If the users can be provided with
explanations beforehand by training or easy to grasp documentation one should
probably not add complex explanation capabilities.

Efficiency. The explanation facility should not degrade the run time efficiency of
the knowledge-based system.

3.2. Kinds of Explanations

But what kinds of explanations are of interest? According to (Spieker, 1991),
there are five useful kinds of explanations in the context of expert systems:

Conceptual Explanations. Conceptual Explanations are of the form ‘Whatis ... ?’
or ‘What is the meaning of . . . ?°. The goal of this kind of explanation is to build
links between unknown and known concepts. Conceptual explanations can take dif-
ferent forms:

— Definition: "What is a bicycle" "A bicycle is a land vehicle with two wheels in
line. Pedal cycles are powered by a seated human rider. A bicycle is a form of hu-
man powered vehicle."

— Theoretical proposition: "What is force?" "Force is Mass times Acceleration."

— Prototypical examples: "What is a bicycle?" "The thing, the man there crashed
with."

— Functional description: "What is a bicycle?" "A bicycle serves as a means of
transport."

Why-explanations. Why-explanations provide causes or justifications for facts or
the occurrence of events. Again, one has to clearly distinguish between causes and
justifications. Whereas the first concept is causal in nature and not symmetric, the
latter only provides evidence for what has been asked for. For example:

— Justification: "Why does the universe expand?" "Because we can observe a red
shift of the light emitted by other galaxies."



— Cause: "Why does the universe expand?" "Because the whole matter was con-
centrated at one point of the universe and because the whole matter moves away
from each other."

How-explanations. How-explanations are a special case of why-explanations, de-
scribing processes that lead to an event by providing a causal chain. How-questions
ask for an explanation of the function of a device, for example: "How does a com-
bustion engine work?" "A combustion engine is an engine that operates by burning
its fuel."

Purpose-explanations. The goal of Purpose-explanations is to describe the purpose
of a fact or object. Typical questions are of the form "What is ... for?" or "What is
the purpose of .... ?", for example: "What is the valve for?" "The valve is used to
seal the intake and exhaust ports."

Cognitive Explanations. Cognitive Explanations explain or predict the behaviour of
"intelligent systems" on the basis of known goals, beliefs, constraints, and rationality
assumptions. They are also a special case of why-explanations, distinguishing action
and negative explanations:

— Action explanation: "Why was this seat post selected?" "For the given price,
only one other seat post for this bicycle was available. But that seat post was too
short."

— Negative explanation: "Why was no carrier chosen?" "A carrier is only avail-
able for touring bikes. The user did not choose a touring bike."

The first four categories of explanations describe variations of scientific explana-
tions, which answer questions based on laws of nature, thus explaining the physical
world. Expert systems answer such questions by using the knowledge contained in
their (static) knowledge base. Cognitive explanations, on the other hand, reflect a
system-related view. They deal with the processing of the system. In a way, cogni-
tive explanations explain the social world and individual patterns of behaviour.

4. Trust Management with Context-Based Retrieval and Explanation

With the ability to retrieve matching contexts even for over- or under-specified
transient contexts, a base of persistent contexts acts as a source for reasoning. The
proposition is that in similar situations one would arrive at similar decisions. Wrong
decisions will result in an adaptation of the decision with respect to the context.

For that reason, context can act as a carrier for representing the circumstances for
a decision, which allows reasoning based on contextual knowledge. More than that,
reasoning on context builds a foundation for providing an enhanced adaptability of
solutions.



4.1. Definition of Trust

Trust has been studied as the valuation of a relationship between individuals. In
most cases an individual as such is regarded as being trustworthy. The early psycho-
logical definition of trust by Morten Deutsch (Deutsch, 1962) has been brought to
the point in (Rousseau et al., 1998) stating that “Trust is a psychological state com-
prising the intention to accept vulnerability based on positive expectations of the
intentions or behaviour of another.”

An approach to formalize trust is given by Marsh (Marsh, 1994) who identified
three aspects of trust: basic trust defining the general willingness of an individual to
trust into someone; general trust defining the trust of an individual into a specific
person; and situational trust defining the trust of an individual regarding the current
situation.

4.2. Context as Carrier for Trust Values

In the context-based approach described in the previous chapters, these aspects
of trust are incorporated by the specification of a persistent context, i.e., a situation
of basic trust would be reflected by a context with no aspects and for general trust
the context would have a person as the only aspect. Usually, at least some contextual
information is available by the time of decision making. Hence, the basis for a deci-
sion on trust becomes broader by having persistent contexts that vary in their aspects
as well as in the degree of details.

Following the definition of psychologists above, the more trustful a person is, the
more he or she will risk trusting into new situations and persons. Generally, the de-
cision on trust is made upon experiences, i.e., comparable past situations. In the in-
tegrative approach, persistent contexts will provide a carrier for information on trust.
Retrieving matching or similar persistent contexts to a transient context provides a
basis for decisions on trust for a current situation.

4.3. Computing Trust

The value of trust usually is represented as a range of numeric or symbolic val-
ues ranging from distrust to trust. For example, in (Golbeck et al., 2003) trust is de-
fined using nine levels from absolutely distrust via neutrally trust to absolutely trust
in certain people and, more fine grained, in certain people but only with respect to
particular topics. In (Schulz et al., 2003) trust is defined as a continuous interval
from -1 to 1, reflecting the same intension as the level approach.

Computing a value of trust becomes necessary, if for a subject no definition is
given. For example, when meeting someone never met before, a kind of initial trust
is used (the basic trust as defined in (Marsh, 1994)). If one has heard of that person



from known individuals, the trust put into the person is derived from the knowledge
gathered on him or her. One such approach is described in (Golbeck et al., 2003) as
Friend-of-a-Friend® scenario. Trust is computed according to the path length in the
social network built by the relationships of individuals among one another. The re-
sulting value of trust computes either as maximum, minimum, or average path
length in the network. (Richardson ef al., 2003) modelled trust by using a path alge-
bra that allows the computation of trust values people have in particular statements.
They evaluated their approach successfully in the domain of product recommenda-
tion.

A generalization of this approach towards Context-based Reasoning results in
computing “trust distances” from a transient context to known persistent contexts. A
trust distance ® can be understood as the similarity of a transient context C, and
persistent context €, combined with the trust in C, , with the following definition:

®(Ct’cp) = f(O-(CtDCp )’T(Cp ))

Where o computes the similarity of two contexts and r determines the trust as-
sociated with the context.

For example, let the value range for o be [0,1] and let f be the multiplication
operation. Then, the resulting trust distance is the trust for a known context C p fac-
torized by the similarity value. Note, that o and ® generally are not symmetrical.

—

Now, let = be the set of all persistent contexts of the context base. Conse-
quently, the value of trust in C, computes to:

7(C)=g({0(C,,C,) | C, eE})

Examples for g are minimum, maximum, and average, which corresponds to the
approach for path length computation.

4.4. Context-based Trust Management

The notion of trust management is mostly seen in the domain of security and ac-
cess policy in distributed systems (Blaze et al., 1996). Here, trust is seen as “a uni-
fied approach to specifying and interpreting security policies, credentials, relation-
ships which allow direct authorisation of security-critical actions”.

Recently, trust also gains interest in the more abstract domain of decision mak-
ing. An approach on sharing knowledge based on trust is given in (Schulz et al.,
2003). And in (Grandison and Sloman, 2003), trust management in the area of elec-
tronic commerce is defined as “the activity of collecting, codifying, analyzing and
evaluating evidence relating to competence, honesty, security or dependability with

* http://www.foaf-project.org/



the purpose of making assessments and decisions regarding trust relationships for
Internet applications”.

In short, trust management is the maintenance of subject related evidence and as-
sociated decisions on trust. In this paper’s approach, evidence is stored in form of
persistent contexts, which describe the circumstances that led to the linked value of
trust. Hence, the same tools and mechanisms can be used for maintaining evidence
(i.e., context) as is used for the knowledge.

4.5. Explaining trust

The computation of trust as a distance of persistent contexts provides not only a
mechanism for retrieving appropriate trust values, but also a source for explaining it.
A common way to explain a decision is to present the decision factors and compara-
ble decisions from the past. Both is at hand with using context as carrier for trust. In
the following, we describe, how the requirements for good explanations cohere with
our approach.

Fidelity. In our case, the explanation must show how a certain trust value was de-
rived and where knowledge came from. The issue of knowledge provenance (e.g.,
recently addressed in (McGuinness and Pinheiro da Silva, 2003) and (Fox and
Huang, 2003)) plays an important role in building up trust.

Understandability. Looking at the path algebra interpretation of trust, described in
(Richardson et al., 2003), which uses several mathematical functions applied to ma-
trices, and the generalized approached, described in Section 5.3., which raises the
question of complexity by using similarity and trust for computing distances, shows
the difficulty of providing understandable explanations of trust calculation. And,
because trust is part of a context, trust must be explained with respect to the context.

Sufficiency. The system has to explain, how a trust value was retrieved. Therefore it
needs to know about the computing algorithm and how each aspect contributes to
the decision.

Low Construction Overhead. There is no methodology on building such systems
as described in this paper in sight yet, but such a methodology must address the
topic of low construction overhead.

Efficiency. Regarding Case-Based Reasoning, results from several year of research
and application are at hand. For example, with Case Retrieval Nets (Lenz and
Burkhard, 1996) an efficient technology is with minimum storage requirements is
given, but those methods are not built to work with dynamic views or scopes. We,
therefore, see also the need for further research activities.

So, what kind of explanations are of interest to decisions on trust and what are
the questions to be asked? This question cannot be answered in a general way. This
very much depends on the problem at hand. Cognitive explanations will surely be



the most important kind, because those explanations inform the user about what the
system actually did, thus, providing the user with some sense of control over it.
Nevertheless, the kinds of explanations, described in Section 3.2. can help to de-
velop the explanation capabilities needed for a particular system. We will address it
in our further research.

5. Conclusions

It has been proposed, that a proper context model lays a basis for situation de-
pending decisions as for example trust. Context can act as a carrier for such deci-
sions, providing a mechanism to conclude from a current context to experienced
ones. The use of such complex mechanisms leads to the necessity for explanations.
We discussed the requirements for good explanations and what kinds are of most
interest. Further, the incorporation of trust into a context-based reasoning approach
has been shown and how to compute trust for new contexts to allow trust-based de-
cisions and facilitate trust management. And the need for explanations on the result-
ing trust values has been discussed.
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