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Abstract

Tactile Internet evolves communications to encompass sensory information such as smell and haptic sensations com-
bining ultra-low latency with extremely high availability, reliability, and security. Tactile Internet is realized through
underpinning technologies such as Multi-access Edge and Fog computing which facilitate decentralized infrastructures
and machine to machine (M2M) communications. Mobile ad hoc networks (MANETs) form the foundation layer of
such infrastructures, enabling direct communication between autonomous and decentralized devices such as sensors and
vehicles. Among other applications, autonomous ad hoc vehicular networks (VANETs) and vehicle to vehicle (V2V)
communications require efficient content discovery and quality of data transfer. The mobility patterns of vehicles within
this communication model could effect the quality of data exchanged between devices in a tactile network. Several mobil-
ity models exist describing mobility patterns of mobile users in MANETs. In this paper, we present a first performance
study to evaluate the impact of different mobility models on content discovery techniques for tactile Internet comprising
of fast-moving vehicles and devices. This study combines direct and derived mobility metrics evaluating impact on
content discovery and content dissemination using NS-3. Our simulation results indicate that unstructured techniques
may not scale well within a tactile network of fast moving vehicles while maintaining low latency and could suffer from
performance degradation in a saturated environment. Furthermore, simulation results also demonstrate the resilience of
the unstructured content discovery protocol in mobility scenarios with proactive routing and diverse behavior.

Keywords: Tactile Internet, Mobility Models, Content Discovery, MANETs.

1. Introduction

Tactile Internet is referred to as a network of the Inter-
net that enables high efficiency, ultra-low latency and max-
imum availability to facilitate Human to Machine (H2M)
communication [1]. Example applications of tactile In-
ternet range from robotics to traffic, from education to
sports and from healthcare to smart grids [2, 3]. For in-
stance, although tele-surgical operations have been experi-
mented with since 2000, limitations in robotics and under-
lying technologies have inhibited its widespread adoption.
Tactile Internet envisages overhauling tele-srugery by en-
abling a physician to instruct a telerobot at the patient’s
location, allowing remote physical examination with full
AV and haptic feedback [3]. In order to achieve this, a
defining characteristic of tactile Internet applications is
the requirement to achieve a maximum cycle time of 1ms
[1, 4, 5]. This is essentially based on the expected reaction
time of a human while interacting with systems of various
types. For instance, human reaction to sudden, unforeseen
incident requiring a muscular reaction is approximately 1
second whereas for a visual such as TV is 10 milliseconds
[4]. Therefore, an affordable delay in H2M interactions

such as moving a mouse pointer over the screen or re-
sponding to a Virtual Reality (VR) device is 1 millisec-
ond. Achieving this delay will consequently enable Tactile
Internet applications such as those allowing steering and
control of real and virtual objects as identified by [5, 6].

In view of these characteristics of Tactile Internet, the
advancements in communication technologies such as 4G,
5G and millimeter wave [6, 7, 8] are intuitive and fun-
damental to their achievement. Consequently, a key de-
sign principle for Tactile Internet is the use of local ser-
vices and components which are close enough to end users
so as to minimize delays. Within this context, Mobile
Edge computing (recently evolved into Multi-access Edge
Computing) (MEC) [9] and Fog Computing [10] represent
paradigms enabling decentralized infrastructures to facil-
itate on-demand, flexible provision of localized services.
More specifically, MEC and Fog computing are focused
at enabling benefits of cloud computing closer to the user
equipment such as radio network controller or macro base
station for MEC and routers, switches or industrial con-
trollers in the case of Fog computing thereby leveraging
context, agility, and speed [1].

However, a node within a fog network is expected to
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Figure 1: Tactile Network Inspired VANET

act as a router for its neighboring nodes, contributing to
network formation and maintenance. Furthermore, such
nodes are also envisioned to address the ad-hoc and dy-
namic nature of the network, taking into account node ad-
ditions and failures. Mobile Adhoc Networks (MANETs)
form the foundation layer of such infrastructures as these
enable forming autonomous, decentralized networks with-
out requiring prior installation of fixed and expensive com-
munication infrastructures [11]. Consequently, MANETs
are considered as a potential building block to achieve Tac-
tile Internet as these can facilitate autonomous, decentral-
ized communication among devices such as sensors and
vehicles [1, 11].

Among other applications of MANETs, autonomous
Vehicular Adhoc Networks (VANETs) is an emerging ap-
plication of MANETs. Figure 1 represents an example sys-
tem model for a connected vehicular network, which con-
sists of two main participants: vehicles each with a wire-
less communication link and the Roadside Units (RSUs).
The communication between vehicles is termed as Vehicle-
to-Vehicle (V2V) communication and the communication
between vehicles and RSU is termed as the Vehicle-to-
Infrastructure (V2I) communication. The mobility pat-
terns of vehicles within this communication model can af-
fect the quality of data exchange between devices in a tac-
tile network.
Several mobility models exist which describe mobility pat-
terns of mobile users in MANETs. These networks have
diverse applications including content dissemination, con-
tent discovery and resource sharing among connected de-
vices. MANETs are similar to P2P networks with respect

to content discovery and dissemination [12, 13, 14]. Both
networks share many common characteristics such as; self-
organizing, no central administration for topology control,
and nodes can leave or join the network at any time with-
out any permission. A mobility model defines the move-
ment patterns of mobile nodes and is an important feature
for which the performance of protocols should be evalu-
ated. Thus, it is essential to study and analyze the effect
of content discovery under various mobility models.

There are two categories of mobility modeling. The
first category includes a mobility model that considers the
real movement patterns of mobile nodes in a real-world sce-
nario and a second category which includes analyzing the
mobility models on the basis of random mobility models.
The mobility models can influence the mobility behavior
of mobile nodes and the operation of underlying proto-
cols. The widely adopted mobility models are the Random
WayPoint (RWP) mobility model, Reference Point Group
(RPG) mobility model, and Manhattan Grid (MG) mo-
bility model. They have been used in theoretical studies
and analysis. The widely used content discovery proto-
cols in P2P setup are Gnutella -- a flooding-based con-
tent searching technique [15], and Chord -- a distributed
lookup protocol [16, 17] .

Within this context, existing studies only focus on the
content discovery in MANETs under RWP mobility model.
The results obtained through RWP mobility cannot be
compared with the other mobility models. Obviously, in
a diverse mobility environment, the interference and fad-
ing affect the channel quality dynamically. Consequently,
application efficiency is affected in such an environment.
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Although there is significant research with respect to P2P
protocols tailored to MANETs with RWP, there is a lack
of knowledge about the impact of underlying mobility pat-
terns on the performance of P2P protocol in MANETs.

In this paper, our objective is to evaluate the mobil-
ity patterns of mobile nodes in a MANET to evaluate the
efficiency of P2P application in Tactile Internet environ-
ment. To achieve this objective, we present a systematic
framework to identify the effect of mobility patterns of
mobile nodes on the quality of P2P applications. The
proposed framework considers direct and derived mobil-
ity metrics for the evaluation of mobility impact on a P2P
content searching technique. The framework also analyzes
the interplay between diverse mobility patterns and P2P
application metrics. We have considered Random Way-
point mobility model (RW), Manhattan mobility model,
and Reference Point Group Mobility model (RPGM) as
the mobility models and have selected Gnutella as the P2P
content discovery for unstructured protocols. We validate
the framework through a series of simulations in NS-3 sim-
ulator. The simulation results reveal that unstructured
Gnutella protocol is resilient in some mobility scenarios
with proactive routing and a diverse behavior.

Additionally, we focus on the impact of the different
mobility models on the performance of P2P content dis-
covery protocols. To evaluate this we adopted the math-
ematical model proposed in [18] to systematically analyze
the impact of mobility on the performance of P2P content
discovery protocols for MANETs in a broader Tactile In-
ternet environment. Bai et al. [18] analyzed the impact
of mobility model on the performance of routing proto-
cols. However, along with routing protocols, we also con-
sider performance of P2P content discovery under different
mobility models. A number of P2P protocols have been
evaluated over MANETs under Random Waypoint model
and has been analyzed for energy consumptions, response
time, and hit-rate [19]. In this paper, we consider key
additional metrics such as ping (the transmission of the
packet to the server) pong (the response from the server),
search delay (response time) and throughput (data trans-
mitted per second) along with additional mobility models.
Major contributions of this paper are as follows:

• We systematically evaluate the performance of con-
tent discovery protocols for different mobility models
in the MANETs considering three network charac-
teristics i.e. transmission range, node mobility, and
network size. We also analyzed the impact of net-
work characteristics on the performance metrics such
as hit-rate, ping pong, search delay, and throughput.

• We study and evaluate the content discovery for a
number of mobility metrics that are linked duration,
temporal and spatial dependence, node degree, and
relative speed of the mobile node. To the best of our
knowledge, this is the first study that collectively
considers routing protocols and mobility metrics for

Tactile Internet in general and MANETs in particu-
lar.

Rest of the paper is organized as follows. Section 2
provides existing related and provides motivation for this
work. Section 3 presents P2P protocol and mobility mod-
els. The mobility modeling metrics are discussed in Section
4 and simulation methodology is described in Section 5.
Section 6 presents the outcomes of the experimentation in-
cluding detailed analysis. Section 7 provides discussion on
the simulation results highlighting a comparative analysis
of the mobility models for different experimentation set-
tings. Section 8 concludes the papers with some thoughts
on future work.

2. Related Work

In this section, we present an overview of existing re-
lated work within the areas of Tactile networks, P2P, mo-
bile ad-hoc networks, and mobility models.

Maier et al. [1] presented an overview of the advance-
ments in Tactile Internet and identify challenges ahead. Of
particular interest from this paper is a holistic architecture
which presents an integrated vision of existing technolo-
gies such as Fog Computing, Mobile Edge Computing, 5G,
Software Defined Networks, and Cloud robotics thereby
identifying opportunities for further enhancements. Ateya
et al. [20] introduced a structure for the Tactile Internet
system making use of SDN and MEC at its core. The pro-
posed system structure is composed of an end-user device,
RAN (Radio access network), cloud servers, access points,
data routers and switches, OpenFlow switches, Middle-
boxes and SDN (Software Defined Network) controller.
The authors make use of SDN to reduce the latency with
basic simulations that reveal delays of 0.95ms and 1.22ms
for 1Gpbs and are expected to meet the 1ms round-trip
objective for Tactile Internet. Arjun et al. [21] proposed
a design and implementation for an end-to-end Tactile
Cyber-Physical System (TCPS) with the aim to demon-
strate robotic execution of physical gestures/movements
directed by a human and therefore focusing on haptic sen-
sations. The experiments conducted by the authors fea-
tured capturing hand gestures made by a human using tac-
tile gloves which are translated into the same action by a
robotic arm. The authors have reported a round-trip time
of 85ms which is of course much larger than the expected
1ms for Tactile networks however it signifies the need for
enhanced communication technologies such as 5G.
Sreekrishna et al.[22] presented a prototype implementa-
tion of the Tactile network making use of mobile edge
cloud to achieve low latency. The authors proposed us-
ing 5G along with intelligent application level migration
techniques to achieve low latency which is of utmost im-
portance in a gaming application. This work signifies the
feasibility of mobile edge cloud to achieve minimal delays
with experiments demonstrating a delay of 400ms for re-
mote gaming server which is reduced to approximately
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1ms when the gaming application is migration closer to
the user. These experiments demonstrate the potential of
using MEC and Fog computing to achieve the goal of 1ms
round-trip time set by the Tactile network.

Peer-to-peer network architectures support a variety
of applications. These applications can be one of the fol-
lowing: communication and distributed computing (P2P
telephony e.g. Skype), and content distribution (Nap-
ster, Gnutella). Content distribution systems are the most
prominent type of P2P applications, therefore; these appli-
cations can be used as an example for evaluating perfor-
mance. Furthermore, content distribution protocols can
be grouped on the basis of their structure: unstructured
or structured. Examples of structured network include
P2P infrastructures Chord [23], CAN [24], Tapestry [25],
however popular unstructured network include Napster,
Gnutella [26], [27], Kazaa [28] and Pastry [29]. In this
paper, we mainly focus on an unstructured protocol i.e.
Gnutella because of its popularity in P2P systems. In [30],
Shah et al. presented a Gnutella like P2P network that
achieves mobility requirement of the ad hoc network for
optimized search performance. Simulations have been per-
formed and results are presented for a number of metrics
including message overhead and message response time. In
[31], Woungang et al. analyzed the Chord lookup method
in the mobile P2P network that uses distributed hash ta-
bles to maintain and update the finger table. In the pres-
ence of mobility, system has been evaluated for the lookup
delay time, hop count and network load.

Leonardo et al.[12],[32] studied the performance of un-
structured P2P protocols running over MANETs for three
routing protocols that are DSDV, DSR, and AODV and
different network characteristics. They concluded that the
routing protocols have adverse performance and that the
performance of the protocol mainly depends on the opera-
tional environment of the protocol. Furthermore, Arshad
et al. [33] performed a performance evaluation of SAODV
to identify the overhead caused due to secure extensions.
Fathy et al. [34] analyzed the mobility impact on con-
tent discovery techniques on a MANET by constructing
a systematic framework by making some assumptions for
geographical node distribution. Barjini et al. [35] pre-
sented an analytical model for comparing the performance
of unstructured P2P content searching techniques but they
only ranked the techniques based on application metrics
without considering the impact of mobility patterns of the
mobile node. The bandwidth consumption in an unstruc-
tured network can be decreased by using redundant query
messages scheme which also increases the success ratio [36].

Gruber et al. [37] proposed an MPP (Mobile Peer-to-
Peer Protocol) to interlink MANETs’ network layer and
MANETs’ physical layer. The model tries to reduce traf-
fic overhead through location-aware services. Marques et
al. [32] proposed a mechanism for reducing usage of net-
work resources when compared with a traditional unstruc-
tured P2P system in MANETs. Content-driven routing
and adaptive data dissemination algorithms were proposed

to forward the queries intelligently in a peer-to-peer net-
work which is built over MANETs [38]. In [39], a tree-
shaped structure called COMMN is introduced to toler-
ate the frequent topological reconfigurations and achieves
high performance through repair strategies. Babaei et al.
[40, 41] propose an adaptive method to optimize the ran-
dom walk for content discovery. The authors analyzed its
performance for two parameters i.e. hit-rate and response
time which are derived from the content discovery protocol
performance metric. They analyzed the impact of mobil-
ity with metrics such as hit-rate, response time and energy
consumption. However, in this paper we are using addi-
tional performance metric i.e. application hops, routing
hops and content search delay. Further, we also studied
the affect of these metrics on the network size and mobility
patterns.

3. Content Discovery Protocols and Mobility Mod-
els

In this section, we discuss content discovery protocols
used in the ad-hoc or P2P networks (structured and un-
structured) and mobility models used in the evaluation i.e.
Random WayPoint, Reference Point Group Mobility, and
Manhattan Grid.

3.1. Content Discovery Protocols

Peer-to-peer (P2P) network does not assume any ded-
icated server for the communication; each node acts as a
client and a server at the same time. Therefore, direct
communication occurs between the peers. A content dis-
covery system allows peers and nodes in the network to
discover content published by other peers in the network.
Several content discovery protocols have been proposed for
the P2P networks. These schemes can be classified into
two major categories: a structured content discovery, and
an unstructured content discovery [42]. Our aim here is
to provide enough background to understand the workings
of structured and unstructured protocols. Further details
can be found in [36] and [43].

3.2. Mobility models in MANET

As mentioned in [18], RWP is incapable of tracing
enough mobility characteristics. To comprehensively eval-
uate the effect of mobility on content discovery technique,
we choose the following mobility models that are expected
to have a significant performance impact on P2P appli-
cations with varying mobility characteristics. To achieve
our goal, we selected RWP, RPG, and MG based on their
significant characteristics and applications in a real life
scenario.

3.2.1. Random WayPoint (RWP)

Due to its ease of implementation, Random WayPoint
mobility model is extensively used in the research com-
munity. In the original model which is based on [44],
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(a) Random Mobility (b) Group Mobility (c) Manhattan Mobility

Figure 2: Mobility Models in Mobile adhoc Networks : A) Random Mobility B) Group Mobility C) Manhattan

nodes are placed randomly in simulation region and in
which each node continuously selects a random destina-
tion and moves toward it with a speed chosen from an
interval [umin; umax ]. When the node arrives at the des-
tination, it waits for a specific pause time interval which
is defined as a simulation parameter in [45], afterward the
node selects a new destination and speed repeatedly until
the end of simulation time. The downside of this model
is that the environmental factors and non-environmental
factors are not taken into account by the node.

3.2.2. Reference Point Group Mobility (RPGM)

In Reference Point Group Mobility, each group has a
reference point (it is also called a logical center or group
leader) and group motion behavior is realized by it [46]. In
the beginning, each node is uniformly distributed around
the reference point. The reference points change their ab-
solute positions according to the arbitrary mobility model,
but the relative positions inside a group they do not change.
The application of RPGM widely used in the military
battlefield where soldiers and commanders make a logical
group for the common task.

3.2.3. Manhattan Grid (MG)

Manhattan Grid model emulates the mobility pattern
of streets and roads. This model uses maps for the move-
ment patterns which are composed of horizontal vertical
view of roads. In simulation grid area, nodes are randomly
placed on the map where each node selects a direction and
speed along the horizontal and vertical road on the map.
As node reaches at the intersection of the horizontal and
vertical road, it may change its direction (can turn right,
left or go straight) with the certain probability. In this
model, nodes only follow the predefined movements and
speed and direction those are changed over time. Its ap-
plication can be worthwhile in the modeling of an urban
area where a ubiquitous computing service between mov-
able devices is delivered and its characteristics are well
described in [18].

The simplicity of the Random Waypoint model makes
it the most widely used in MANETs simulation, however,
MANETs can also be used in different applications where
mobility of the user is quite different from the RWM. One
such application of MANETs is military fields, movement
in areas hit by disasters, and vehicular networks. Hence,
there is a strong need to study the impact of P2P con-
tent discovery protocols in MANETs under mobility mod-
els other than RWP. In these models, users usually move
in groups and dependent on the history of their move-
ments and their friends in the neighborhood. In this study,
we choose RPGM and MG in addition to RWP because
RPGM better characterize the mobility of users in mili-
tary fields and MG characterizes the mobility of user in
vehicular MANETs better.

4. Modeling Mobility Models

The quantitative and qualitative impact of different
mobility patterns on P2P protocol can be analyzed by con-
sidering several key mobility dependent and independent
metrics [19],[47]. These metrics are defined as follows.

4.1. Mobility Performance Metrics

The direct mobility differentiates and measures the char-
acteristics of dissimilar mobility patterns. These mobility
patterns evaluate the characteristics of physical commu-
nication such as speed, acceleration, spatial dependence,
temporal dependence, and geographic restrictions.

Relative Speed: Relative Speed is the speed between
two objects in motion without refereeing any fixed point
[18]. As tactile Internet requires delays to be less than
5ms, relative speed is critical to minimizing overall com-
munication delays [48, 5]. The relative speed between node
i and j at time t can be computed as :

RS (i, j, t) =| ~vi(t)− ~vj (t) | (1)

Then, the metric average relative speed (RS ) of all nodes
over the time period t can be computed as following.
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RS (i, j, t) =

N∑
i=1

N∑
j=1

N∑
t=1

RS (i, j, t)

N (N − 1)t
(2)

where (i , j ) is the number of a node pair, N is the total
number of nodes in the network and t is the time.

Degree of Temporal Dependence: It is degree of changes
of the mobile node actual movement with respect to their
past movements that are too far apart. This is significant
for tactile networks as mobility can result in increased de-
lays thereby disrupting expected communication patterns.
The speed of node in the mobile continuously changes over
the time and normally depend on the on the speed in the
previous time. For each node in the network, the degree
of temporal dependence can be defined as following:

Dtemp(i, t, t′) = RD
(
~vi(t), ~vi(t

′)
)
∗ RS

(
~vi(t), ~vi(t

′)
)

(3)

The Dtemp(i, t, t′) is a measure of the similarity of the speed
of two mobile nodes that are not distant apart. RD is the
relative direction of nodes. The value of Dtemp(i, t, t′) is
high when a mobile node travel approximately in the same
direction with the same speed over a certain time stamp.
On the other hand, the value decreases if the relative di-
rection or speed ration decreases. As this situation does
not occur too far apart, therefore, the following condition
is added:

| t− t′ | >c⇒ Dtemp(i, t, t′) = 0 (4)

Where c > 0 is a constant.
The average value of Dtemp(i, t, t′) is the value of average
speed of nodes in the network over the entire time period
and is computed as follows:

D temp =

N∑
i=1

T∑
t=1

T∑
t′=1

Dtemp(i, t, t′)

P
(5)

Where in Equation 5, the P represents the number of tu-
ples (i, t, t′) such that Dtemp(i, t, t′) 6= 0.It can be observed
that if the present speed of the node is completely inde-
pendent of its speed at the previous time period, then the
value of D temp is expected to have small value for the
Dtemp(i, t, t′. However, if the current speed is dependent
on the speed at the previous time period then Dtemp(i, t, t′

will have high value.

Degree of Spatial Dependence: The degree of spatial
dependence is a measure of the degree of the association
of a node velocity with other node in the network which
is not very far. This can be used to estimate the spa-
tial dependency dimension of mobility which is critical to
achieving performance goals set by tactile network and is
computed as follows.

Dspatial(i, j, t) = RD
(
~vi(t), ~vj (t)

)
∗ SR

(
~vi(t), ~vj (t)

)
(6)

Where RD is the relative distance and RS is the rela-
tive speed of the nodes in the network. The value of
Dspatial(i, j, t) is high when mobile nodes i and j travel ap-
proximately in same direction with same speed over a cer-
tain time stamp. On the other hand, the value Dspatial(i, j, t)
decreases if the relative direction or speed ratio decreases.
As prevailing on to Dtemp(i, t, t′), therefore the following
condition is added:

Di,j (t)>c1 ∗ R ⇒ Dspatial(i, j, t) = 0 (7)

Where c>0 is a constant.
The average value of Dspatial(i, j, t) is the value of average
degree of spatial dependence of all mobile nodes pairs in
the network, i.e.

Dspatial =

T∑
t=1

N∑
i=1

N∑
j=i+1

Dspatial(i, j, t)

P
(8)

Where P represents the number of tuples (i, j, t) such that
Dspatial(i, j, t) 6= 0.. It can be observed that if mobile nodes
move independently of one another, then the average tem-
poral dependence is expected to have a small value.

4.2. Derived Mobility Metrics

In view of performance of P2P protocol being impaired
by the dynamic network topology. Therefore, metrics of
the connectivity graph are selected to analyze the mobility
influence on P2P protocol. These metrics/properties can
correlate with protocol performance The brief description
of connecting graph metrics can be found in [49].

Number of Link Changes: Number of link changes is
the number of times link shifts between nodes pair i and j
over certain time interval. i.e.

LC (i, j) =

T∑
t=1

C (i, j, t) (9)

Where C (i, j, t) is an indicator random variable such that
C (i, j, t) = 1⇔ X (i, j, t-1) = 0 and X (i, j, t) = 1 i.e. if the
link between nodes i and j is down at time t-1, but comes
up at time t. The average vale of LC (i, j) over node pairs
can be computed as following:

LC (i, j, t) =

N∑
i=1

N∑
j=i+1

LC (i, j)

P
(10)

Where P is the number of pairs i, j such that X (i, j) 6= 0.

Node Degree: The degree of node i is the number of
neighbors of node i , i.e., the number of direct links a nodes
has with other nodes. A node with a degree d = 0 is iso-
lated, and a node with the degree d=N-1 is the well con-
nected node. The average degree of a node i in the graph
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G of N nodes is computed as :

Di =
1

N

N∑
i=1

tij (11)

tij = 1 when there is a link from i to j and 0 otherwise.

Number of Network Partitions: Network partition
metric indicates the network distribution over entire ter-
rain. A value of 1 for this metric means whole network
is connected at all times i.e. any node has a path to any
other node, a value larger than 1 shows that is not the
case.

4.3. Protocol Performance Metrics

In this paper, we evaluate the performance of Gnutella
protocol using five performance metrics which are details
as following.

hit-rate (HR): hit-rate is a major metric of P2P net-
work protocols evaluation. It represents the fraction of
the queries that are successfully resolved in the P2P net-
work. Assume that the network has N peers, where each
node degree is d ≤ 4. Then, the hit-rate for each peer
during the course of the simulation time is given as:

TQa = TFQ + TSQ (12)

Where TQa is the total number of nodes visited for the
content, TFQ is the number of nodes providing negative
answer to query and TSQ reply positively to the query.

TFQ =

TQa∑
i=1

(TQa − TSQ) (13)

And

TSQ =

TQa∑
i=1

(TQa − TFQ) (14)

Thus, the average hit-rate of a peer in the network can
be calculated as:

AHR =

N−1∑
n=0

(TSQ div TQa)

N
(15)

The average hit-rate (AHR) will be used in analysis part
because it represents the average hit-rate at the network
level.

Application Hops (AH): The application hop metric
represents the path length in the overlay network. This
path length could be different from the physical networks
path length. Because the query visits an average number
of peers hop to reach the desired content while looking for
it. The shorter metric length indicates the efficient perfor-
mance of content discovery protocol. During the course of

the simulation, application hop from each peer node upon
successful messages is measured as:

AH (ni) =

TSQ∑
i=1

(TPv )

TSQ
(16)

In Equation 16, AH (ni) shows average application
hops for one node. TPv is the number of nodes provid-
ing successful reply and, TSQ is the total number of nodes
visited. Likely, Equation 17, the average application hops
at the network level can be computed as follows:

AAH =

N−1∑
n=0

(AH )

N
(17)

Routing Hops (RH): The routing hops performance
metric shows the path length in physical network or the
requested query visits the number of network layers hops
while searching the desired content. The value of this met-
ric is always is expected to be higher than the AH metric,
because every node in the network could not be a peer
node. As RH value increases, the TTL value is decreased.
The routing hops for each successful query are measured
as:

RH (ni) =

TSQ∑
i=1

(TNv )

TSQ
(18)

Where TNV is the total number nodes visited for the
query. The average routing hops at the network level is
shown as:

ARH =

N−1∑
n=0

(RH )

N
(19)

Response Time (RT): Response time refers to the amount
of time which is taken to return the query results upon suc-
cess. It includes the delay which is perceived by a user who
is requesting some contents, including the time for mak-
ing the content request query to the nodes in the network,
finding the appropriate node that has the desired content
and responding back the response to the user. Each type
of request has its own minimal response time. However,
to evaluate performance of the system, we calculate the
average response time of whole successful queries.

RT (ni) =

TSQ∑
i=1

Ic + Rc + (

TNv∑
k=1

RTT + e)

TSQ
(20)

Where in Equation 20, RTT is the round trip delay incurs
in each hop when query is forwarded to neighbors node. Ic
and Rc denote the query initiator and replier computation,
in addition to these, e denotes the network delay due to
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routing and queuing. Based on Equation 20, we can calcu-
late average RT at the system level similar to Equation 19.

Total Sent Messages (TSM): Total sent messages in-
clude the messages sent during simulation time by the ap-
plication (query, reply, ping, pong, etc.), routing messages,
and MAC layer messages. The purpose of this metric is
to present the whole network state and traffic load in a
different scenario.

5. Simulation Methodology

In order to achieve an in-depth evaluation of the con-
tent discovery for ad-hoc tactile networks, we have per-
formed simulation experiments using the NS-3 simulator.
Although there are alternatives available such as OMNET++,
NS2, and GloMoSiM. NS3 is an open source feature-rich
and widely used network simulator tools by the research
community. It offers support for diverse technologies, well-
known programming languages (C++ and Python), real-
time integration and has been identified to offer best per-
formance efficiency [50]. The simulations used two-ray-
ground radio model and Gnutella as the content discovery
technique which has been on top of UDP stack since TCP
is considered less efficient for this kind of scenario. Ini-
tially the simulation network consists of 50 nodes which
are uniformly distributed in a 1000m x 1000m grid area.
However, the experimentation with different network sizes
has been performed as detailed in section 6.1. We con-
sider AODV and DSDV being reactive and proactive rout-
ing protocols for the network layer. Table 1 summarizes
the most significant parameters used in this study. IEEE
802.11b radio interface, which is based on 914 MHz Lucent
WaveLAN is installed on each node with two-ray-ground
radio propagation model. At any given instance of simu-
lation, 75% nodes are always online while the remaining
nodes join the P2P network at some time and leave after
an interval. Joining and leaving time follows a uniform
distribution. There are 250 files in the whole network be-
cause each node provides five different files. Each node
queries 10% of the files with query times following a uni-
form distribution. Nodes move according to random way-
point, reference point group mobility and Manhattan grid
patterns with a uniformly selected pause time 0 to 5 sec
and average speed are also uniformly selected from 2 to
3 m/s. All the mobility traces have been generated using
BonnMotion mobility tool [45].

Regarding Gnutella parameters, here we assume each
node has the entry of 5 neighbors in its neighbor’s list and
100 application messages in message cache. The TTL for
queries is set to 10 and PING message is sent after every
10-sec interval. Experimental methodology is followed as
in [19] and [43] and simulations are performed for 10 times
respectively with different seeds for random number gen-
erator. Results have been produced and shown with 95%
confidence interval.

Table 1: Simulation Parameters

Parameters Range Default Value

Simulation area (fixed) 1000 m2

Network size 25-100 nodes 50 nodes
Node speed 1-12 m/sec 2 m/sec

Number of files 50-250 250
Online nodes (fixed) 50%

Node placement (fixed) Uniform distribution
Communication range (fixed) 50 m

MAC layer (fixed) IEEE 802.11b
Query message size (fixed) 64 bytes

Simulation time (fixed) 300 sec
Mobility models (various) RW, RPGM, MG

6. Performance Evaluation and Analysis

In order to evaluate the effectiveness of various mobil-
ity metrics on P2P protocol over MANETs, we measure,
study, and analyze impact of following key factors: net-
work size, node mobility, and transmission range. This sec-
tion presents the results which we have obtained through
the stated methodology along with a thorough analysis.

6.1. Network Size

First scenario involved analyzing performance of P2P
protocol (Gnutella) for various mobility patterns with re-
spect to number of nodes in a MANET. The performance
of P2P degraded as the number of hop counts between
source and destination increased. This is because the search
query has to go through more nodes before locating the de-
sired content. In this scenario, the number of nodes are
increased step by step keeping the number of queries per
node consistent.

Figure 3 and 4 illustrate the performance of different
P2P structure metrics for different mobility models under
various network sizes. Figure 3.A shows that hit-rate value
for various network sizes. The hit-rate for MG, RWP, and
RPGM increases when the network size increases from 25
to 50 and then decreases afterward when the network size
becomes greater than 50 nodes. The initial increase is
because of the availability of multiple paths for content
search. In all mobility models/patterns, the number of
queries solved increase at first and have a peak value 84%
with reactive routing when the number of nodes is 50 as
shown in 3.A. On the contrary, the average hit-rate with
proactive routing is very stable recording measurements
from 56% to 93% for all network sizes. As the network
becomes saturated, hit-rate value starts to fall till 1% in
reactive and 56% in proactive for all patterns. The re-
duction of hit-rate in reactive mode coincides with a rock-
eted increase of search delay (response time) as well as a
sharp decrease in ping/pong ratio. Additionally, in reac-
tive mode, search delay only increases in dense networks
whereas ping ratio decreased as can be seen in Figures 5.
A and B. Therefore, it is identified that the performance
impairment is caused by network density. We believe, as
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(a) Hit-Rate (b) Application-Hops (c) Routing-Hops

Figure 3: Performance for the Network Size: A) hit-rate B) Application Hops C) Routing Hops

(a) Search Delay (b) Ping-Pong (c) Packets Sent

Figure 4: Performance for the Network Size: A) Search Delay B) Ping-Ping C) Packets Sent

the number of nodes increases in the same area, the wire-
less link gets more interference due to fixed transmission
power. Thus, the more retransmissions occur at the MAC
layer and routing control messages are produced dramati-
cally.

For all mobility models, average application hop count
for Gnutella is shown in Figure 3.B with network size. Ini-
tially, the protocol finds the desired contents within few
hops whereas, in the proactive mode, the number of hops
increase as the network size increases. However, the appli-
cation hops with reactive routing tend to decrease when
the network becomes dense. More importantly, Figure 3.C
shows the hop counts at the routing layer against the num-
ber of nodes in the network. Similarly, Gnutella discovers
the requested contents in physically sparse networks aver-
agely within 6 hops for the reactive and proactive mode.
When the network becomes dense enough (more than 75
nodes), Gnutella starts to locate the contents almost four
hops away in reactive mode, while in the proactive mode it
keeps increasing the number of routing hops with the net-
work size. As we have already noticed, Gnutella has good
performance with proactive routing in all the selected mo-
bility models. From Figure 4.C, it can be seen that the
average number of packets sent for the reactive protocol

increases and then decreases as the number of nodes in-
creases; however for proactive protocols, the number of
packets sent is continuously increasing with the number of
nodes in the network. This is because DSDV broadcasts
every change in the network to every other node in a net-
work and when using AODV, no such broadcasts occurs.

Figures 5 and 6 illustrate the effect of network size on
direct and derived mobility metrics for various mobility
models. RWP and RPGM have small but steady temporal
dependency value in between -0.3 and .1 respectively. On
the other hand, MG also has small dependence value but
gets unstable as network size increases. This is because,
nodes in the MG models keep moving alongside the streets,
crossroads and randomly change their direction and des-
tination at any time. Almost similar effect has been wit-
nessed for average spatial dependence mobility metric but
has positive dependence as shown in Figure 5.B. Sponta-
neously, the group leader in RPGM manages mobility of
the mobile nodes and therefore this pattern has a higher
spatial dependence. Furthermore, it leverages node group-
ing and distributes the network infrequently as compared
with RWP and MG with higher network density as shown
in Figure 5.C. Consequently, this connectivity problem is
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(a) Temporal Dependence (b) Spatial Dependence

(c) Network Partition

Figure 5: Performance of Mobility Metrics for varying number of
nodes: A) Temporal Dependence, B) Spatial Dependence and D)
Network Partition

caused by the link impairment from other nodes interfer-
ence.

The observation analysis from figure 6.A indicates that
the relative speed ratio increases with the network size for
all mobility models. Regarding Figure 6.B, the MG has
lower average link duration than other two models but
slightly similar to the RPGM. This is because MG has
more movement pathways compared to RWP and RPGM
and second nodes are always mobile. It is clear from Fig-
ure 6.B that an increase in network size has no effect on
the link duration for MG and RPGM but link duration
increases with increase in the number of nodes for RWP.
The node degree for RWP model is larger than that of
MG and RPGM due to majority of the nodes moving into
the same direction with the passage of time. It can also
be seen from Figure 6.C that network size has no major
effect on the node degree of mobile nodes.

6.2. Node Mobility

Mobility plays an important role in wireless ad hoc
networks and makes it distinct from the fixed network.
Currently, P2P algorithms are being developed for wired
networks where dynamics are much less common than in
wireless ad hoc networks. Thus, we assess the impact
of physical changes of the topology induced by frequent
network partitioning on P2P protocol for various mobility

(a) Relative Speed (b) Link Duration

(c) Node Degree

Figure 6: Performance of Mobility Metrics For Network Size: A)
Relative Speed B) Link Duration C) Node Degree

patterns. In this section, we study the Gnutella behavior
by varying the average node speed from 0, 2, 4, and 8 up
to 12 m /s.

Figures 7 and 8 represent influence of mobility on Gnutella
under various mobility models with reactive and proactive
routing. For Gnutella P2P protocol, the increase in mobile
speed does not have considerable effects on the hit-rate as
shown in Figure 7.A. Surprisingly, the hit-rate for mobil-
ity models is 80% and almost remains constant in case of
proactive mode even as the speed was increased as shown
in Figure 7.A. This could be because a node with good
connectivity can potentially discover contents quickly in
its surrounding neighborhood. In case of reactive mode,
it has a slight performance impairment with an increase
in speed, especially for the Manhattan model. Protocol
behavior can also be seen for ping/pong ratio as shown in
Figure 8.B which represents the healthy state of the net-
work. Both Manhattan and RWP models have a symmet-
ric decreasing trend in both modes as the speed increases.
Gnutella finds the requested contents almost within 2 to 3
application hops and averagely within six physically hops
in all patterns and remains constant for all speeds for both
routing modes as demonstrated by Figures 7. A and B.

All mobility patterns have the same response time/search
delay i.e. less than 1 second and remain under 1 second for
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(a) Hit-Rate (b) Application-Hops (c) Routing-Hops

Figure 7: Performance for Node Speed: A) hit-rate B) Application Hops C) Routing Hops

(a) Search Delay (b) Ping-Pong (c) Packets Sent

Figure 8: A) Performance for Node Speed: Search Delay B) Ping-Ping C) Packets Sent

various speeds as described in 8. A expect for the reactive
mode. In reactive mode, it has as increasing search delay
fashion as the speed is increased. We believe it is caused
by the strong influence of the underlying routing protocol.
In the beginning, the messaging overhead slightly fluctu-
ates with speed increments but later becomes stable for
all mobility models. Due to clustering, RPGM has fewer
or more messages overhead as compared to others models
for the same performance. In general, we conclude that
both routing modes with all mobility patterns have stable
messaging overhead by varying node speed. The average
number of packets sent for proactive and reactive proto-
col remain the same when the node speed changes but the
number of packets sent in proactive protocols is greater
than that of reactive routing as shown in Figure 8.C.

Figures 9 and 10 demonstrate the impact of various
speeds on mobility metrics. As shown in Figure 9.A, RWP
model has almost zero temporal dependence and remains
stable as the speed of mobile nodes increases. The tempo-
ral dependence of RPGM and MG varies with the increase
in mobile speed. RPGM has a higher spatial dependence
around (0.4) as shown in Figure 9.B whereas both other
models stay at around 0 even at high speeds. This is be-
cause, in RPGM, the group leader controls the movement

of the node which results in high spatial dependence. On
the other hand, nodes in RWP and Manhattan models se-
lect their own destinations regardless of others. As a result
of grouping and coordination, RPGM also has fewer net-
work partitions during the simulation course, as shown in
Figure 9.C. Naturally, RWP and Manhattan have a similar
trend to partitioning the network because of node individ-
uality. As seen in Figure 10.A, relative speed has a lower
value for RPGM and Manhattan about (70, 50), whereas
for RWP has the highest and almost twice that for Man-
hattan. This is because the mobile nodes move in the op-
posite direction for both RWP and MG mobility models.
Due to the factor of group movement, RPGM has high link
duration and node degree values over both RWP and MG
shown in Figures 10.B and C. The node degree of RWP
first increases and then decreases as the mobile speed in-
creases. However, the node degree for MG and RPGM first
decreases and then remain constant even speed of mobile
increases. All patterns have fully network connected in a
static environment, but as speed is increased, nodes start
to suffer significantly in RWP and Manhattan and could
not establish a link for a long time.
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(a) Temporal Dependence (b) Spatial Dependence

(c) Network Partition

Figure 9: Performance of Mobility Metrics For Node Speed: A) Tem-
poral Dependence B) Spatial Dependence C) Network Partition

6.3. Transmission Range

It is important to evaluate the lower layers parameters
influence on P2P protocol. Therefore, the impact of trans-
mission range on Gnutella that attains reasonable usage of
energy in MANETs is studied regarding various mobility
patterns. The transmission range is the range within which
the mobile nodes receive signals from the other nodes and
can extract meaningful information from that signal.

We experimented with different transmission power val-
ues to control the transmission range and its influence on
Gnutella and mobility metrics. Experimental results are
exhibited in Figures 11 and 12. The hit-rate is quite iden-
tical in both routing modes for all mobility patterns and
has similar increasing or decreasing tendency when the
transmission range varies. Overall, the Manhattan model
achieves the worst hit-rate than the other two models.
When transmission range stands at 20 meters it has 20%
lower value in reactive compared to RWP and RPGM re-
spectively, in Figure 11.A. However, as the transmission
range is increased, the hit-rate unexpectedly improves in
Manhattan, RWP, and RPG respectively.

A similar improvement is exhibited in Figure 12.B for
ping/pong ratio with identical transmission range in all
mobility patterns. Figure 11.B and C show transmission
range with respect to application and routing hops high-

(a) Relative Speed (b) Link Duration

(c) Node Degree

Figure 10: Performance of Mobility Metrics For Node Speed: A)
Relative Speed B) Link Duration C) Node Degree

lighting that by increasing the transmission range more
number of peers are added in the neighbor’s list. Con-
sequently, application hops remain constant but routing
hops decrease surprisingly. This can be because large
transmission coverage area cover more nodes and has a
higher probability to locate the contents in its vicinity. It
also has an effect on search delay/response which becomes
higher when the node covers a small area. On the other
hand, when it starts to cover a large area and has inter-
action with other nodes, delay decreases even less than 1
second for both cases as presented in Figure 12.A. Further-
more, number of sent messages also verifies the importance
of transmission range as presented in Figure 12.C. How-
ever, in limited transmission range, Gnutella has limited
neighbors especially in Manhattan pattern with the reac-
tive mode therefore very fewer messages are exchanged.
Besides other transmission ranges, the same number of
messages are exchanged in all mobility patterns with both
routing modes.

Figures 13 and 14, show the impact of transmission
range on mobility metrics for selected mobility patterns.
In this section, the value for temporal dependence is not
available as it does not correlated with transmission range.
Therefore, temporal dependence is same for ranges in all
mobility patterns. Figure 13.B highlights spatial depen-
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(a) Hit-Rate (b) Application Hops (c) Routing Hops

Figure 11: Performance for Transmission Range: A) hit-rate B) Application Hops C) Routing Hops

(a) Search Delay (b) Ping-Pong (c) Packets Sent

Figure 12: Performance for Transmission Range: A) Search Delay B) Ping-Ping C) Packets Sent

dence to have a larger value for RPGM i.e. almost six
times more than RWP and Manhattan in small coverage
area. With increase in transmission range, spatial depen-
dence decreases gradually but still stays higher than oth-
ers. As mentioned before, nodes in RPGM move in the
form of swarm therefore with small transmission range
they rely on each other. Figure 13.C illustrates the de-
gree of network partitions highlighting that with few me-
ters coverage the network scattered in several partitions
even in RPGM. With good transmission range, the net-
work starts to connect close enough for better communi-
cation. The same holds true for link duration and node
degree in Figures 14 B and C. These elaborate that link
duration lasts and number neighbors increase as coverage
area is increased. The RPGM also suffers regarding rela-
tive speed by small transmission range, as shown in Figure
14.A. At the same time, RWP and Manhattan are not af-
fected by transmission range.

7. Discussion and Summary of Findings

Experimentation involved evaluating the performance
of different mobility models for the performance metrics
in different settings. These settings included network size,

transmission rate, and network mobility. This methodol-
ogy provides rigorous experimentation to assess the effec-
tiveness of mobility models to achieve performance goals of
Tactile Internet. In this section, we summarize the results
of experimentation as per the three settings i.e. network
size, mobility, and transmission rate.

7.1. Network size

Our experiments have indicated that the hit-rate for
MG, RWP, and RPGM increases when the network size
increases from 25 to 50 decreasing afterward when the net-
work size becomes greater than 50 nodes. We believe, the
initial increase is due to the availability of multiple paths
for content search. The average hit-rate with proactive
routing is observed to be stable ranging from 56% to 93%
for all network sizes. However, search delay in reactive
mode increases in dense networks with ping ratio decreased
as demonstrated by Figures 5. A and B indicating a per-
formance reduction due to increased network density. For
all mobility models, in the proactive mode the number of
hops increases as the network size increases. However, the
application hops with reactive routing tend to decrease
when the network starts to get dense. Our evaluation has
indicated that RWP and RPGM have low but steady tem-
poral dependency value in between -0.3 and .1 respectively.
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(a) Temporal Dependence (b) Spatial Dependence

(c) Network Partition

Figure 13: Performance of Mobility Metrics For Transmission Range:
A) Temporal Dependence B) Spatial Dependence C) Network Parti-
tion

However, MG also has low dependence value but it dete-
riorates with the increase in network size which can be
due to the random change in the direction and destination
of nodes in an MG model. Experimentation for spatial
dependence evaluation identifies similar performance pat-
terns for the mobility models. Furthermore, as indicated
in Figure 6.A, the relative speed ratio increases with the
network size for all mobility models. However, average
link duration for MG is comparatively lower than other
two models. We conclude that these results have a robust
influence of low layers performance because due to the col-
lision of data frames a packet has to wait in the queue and
after a while, it might be discarded. Low layers behavior
can be observed from each figure, as the number of nodes
crosses more than 50, interference reaches a serious level.
Consequently, we strongly affirm that the network density
and proper topology has an effect on the P2P protocol.

7.2. Node Mobility

As demonstrated in Figures 7 and 8, the hit-rate is
not influenced by an increase in mobility speed with it be-
ing 80% for all mobility models in proactive mode. How-
ever, the hit-rate deteriorates slightly with an increase in

(a) Relative Speed (b) Link Duration

(c) Node Degree

Figure 14: Performance of Mobility Metrics For Transmission: A)
Relative Speed B) Link Duration C) Node Degree

speed, especially for MG. Furthermore, all mobility pat-
terns have similar response time/search delay, for differ-
ent node speeds except for the reactive mode where it
increases with an increase in the node speed. With re-
spect to messaging overhead, an initial fluctuation is wit-
nessed with an increase in speed which stabilizes for all
mobility models. As is evident from Figures 9 and 10, the
RWP model has minimal temporal dependence which is
consistent across different node speed. However, the tem-
poral dependence of RPGM and MG varies with the in-
crease in node speed. Furthermore, RPGM demonstrated
a higher spatial dependence whereas RWP and MG stay
at around 0 even at high speeds. With respect to rel-
ative link speed, RPGM and Manhattan demonstrated
lower measurements as compared to RWP which can be
caused as mobile nodes move in the opposite direction for
both RWP and MG mobility models. Additionally, due
to group movement factor, RPGM has high link duration
and node degree values compared to RWP and MG with
the node degree of RWP reporting a varying trend for the
increase in mobile speed. Our evaluation has clearly indi-
cated that mobility has a significant influence on real-time
applications but not much on delay tolerant applications
such as P2P as we have witnessed the hit-rate to be satis-
factory with all speeds. Therefore, all metrics exhibit the
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same performances with all velocities expect few fluctua-
tions those are positively correlated with node speed and
mobility metrics. We affirm it is due to the quick route
changes/reconfigurations at the network layer.

7.3. Transmission Range

The experimentation performed as part of our evalua-
tion encompasses different transmission power values to in-
fluence the transmission range and its impact on Gnutella
and mobility metrics. As is evident in Figures 11 and
12 the hit-rate is identical in both routing modes for all
mobility patterns and has similar increasing or decreas-
ing tendency with varying transmission range. The ex-
periments have identified MG to achieve worst hit-rate
than the other two models however it improves with an
increase in the transmission range, a trend which is also
observed for ping/pong ratio for all mobility patterns. We
have also analyzed the impact of transmission range on
mobility metrics for selected mobility patterns. For in-
stance, Temporal dependence is the same for all mobil-
ity ranges across diverse transmission ranges. However,
for the smaller coverage area, spatial dependence demon-
strates a high value for RPGM as compared with RWP and
Manhattan which decreases gradually with the increase in
transmission range. With respect to relative speed, RPGM
is identified to be affected the most due to change in trans-
mission range with minimal change for RWP and Manhat-
tan. We conclude that transmission range/power plays a
significant role in connecting the whole network in presence
of running P2P applications. Since the success of this ap-
plication depends on the number of available more users
in the network. As reported above, Gnutella performance
excels in RPGM due to its clustering nature, and mobility
metrics become healthy when transmission range is good
enough. Thus, it is certain that the transmission range pa-
rameter has a crucial role in the performance/evaluation
of this application or network.

8. Conclusions

Tactile Internet evolves communications to encompass
sensory information such as smell and haptic sensations
combining ultra-low latency with extremely high avail-
ability, reliability, and security. Fog computing, Mobile
Edge Clouds and MANETs have a profound role in its suc-
cess. In this article, we studied and evaluated the impact
of various key mobility patterns for unstructured content
discovery techniques over MANETs in a broader Tactile
Internet environment. The presented analysis and simula-
tion results show that the Gnutella protocol discovers the
contents in RPGM mobility pattern more efficiently than
Manhattan and RWP patterns. Furthermore, we identi-
fied major performance impairments of Gnutella protocol
in Manhattan pattern. Clearly, such impairments arise
from the grid nature (with each grid area is 200 m4) of
Manhattan yields the least connectivity time with peers

nodes. Our simulation study shows that Gnutella protocol
exhibits performance degradation and may not scale well
for most mobility models in a highly saturated MANET
environment with the increase of the nodes density and
wireless channel dynamics.

Furthermore, we observe that the transmission power
influences the network connectivity and mobility metrics.
These influence Gnutella’s performance consequently influ-
encing the goal of Tactile Internet with respect to network
delay and connectivity. To overcome such obvious limita-
tions for the Gnutella protocol, we have made recommen-
dations to improve the efficiency of the unstructured P2P
protocols. The content discovery protocol should be de-
signed to tolerate dynamics of the underlying network in-
frastructure taking into account characteristics of the wire-
less channels in Tactile Internet. Furthermore, content dis-
covery protocol should be deployed with a cross-layer de-
sign which will provide protocol coordination with lower
layers facilitating monitoring and adaptation to channel
dynamics and network connectivity conditions.
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