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Abstract—Research on network slicing for multi-tenant het-
erogeneous cloud radio access networks (H-CRANs) is still in
its infancy. In this paper, we redefine network slicing and
propose a new network slicing framework for multi-tenant H-
CRANs. In particular, the network slicing process is formulated
as a weighted throughput maximization problem that involves
sharing of computational resources, fronthaul capacity, physical
remote radio heads and radio resources. The problem is then
jointly solved using a sub-optimal greedy approach and a dual
decomposition method. Simulation results demonstrate that the
framework can flexibly scale the throughput performance of
multiple tenants according to the user priority weights associated
with the tenants.

I. INTRODUCTION

In the past decade, the demand for broadband multimedia

services has been increasing explosively. With this ongoing

trend, the revenue of mobile network operators will soon

be exceeded by the capital expenditure (CAPEX) and the

operating expenditure (OPEX) required to operate the infras-

tructure. In view of this predicament, several radio access

network (RAN) architectures have been proposed for the next

generation mobile cellular networks. Particularly, the cloud-

RANs (C-RANs) have attracted much interest from academia

and industry.

In a C-RAN, the baseband units (BBUs) of all remote

radio heads (RRHs) are centralized at a single BBU pool

via optical fronthaul links. In this architecture, the upper-layer

baseband functions are carried out by the BBU pool whereas

the RRHs performs radio transmission to the users. The C-

RAN architecture can achieve significant reduction in energy

consumption and higher throughput while providing flexibility

and scalability in network deployment [1]. All of these features

lead to reductions in the CAPEX and OPEX. The C-RAN

architecture has further been adapted to heterogeneous cellular

systems, leading to the heterogeneous C-RAN (H-CRAN)

architecture consisting of a macro base station (MBS) and

low-power RRHs (small cells) [2]. This architecture relieves

the control signaling burden of the RRHs and delivers higher

spectral and energy efficiency to the network. Currently, inten-

sive research has been carried out for developing H-CRANs.

While C-RANs are being intensively studied, multi-tenancy

has recently emerged as an interesting concept for a C-

RAN shared by multiple mobile virtual network operators

(VNOs) who do not own the RAN infrastructure. The basic

idea of multi-tenancy is to allow multiple VNOs to share a

physical RAN infrastructure. In fact, this RAN sharing can

be viewed as a RAN-as-a-service (RANaaS) business model

and the VNOs are known as the tenants. The idea of multi-

tenancy is equivalent to multi-operator RAN sharing [3]–[5].

However, the implementation of infrastructure sharing in C-

RANs require network and resource virtualization [6], [7]. In

the context of network virtualization, a virtual network created

for a tenant is called a network slice which consists of a set of

data flows sharing a physical RAN with multiple other virtual

networks. Currently, development in this area is still in its

infancy, especially the implementation of multi-tenancy in C-

RANs, thus forming the core of study of this paper. In the

following, we provide a background review of multi-operator

RAN sharing and multi-tenancy.

Multi-operator RAN sharing based on virtualization has

been studied in [3]–[5], [8]–[10]. In [3], capacity allocation

between multiple VNOs has been studied using a stochastic

sequential auction game. A unique Nash equilibrium has been

proved to exist as the solution to the game by introducing

conjectural prices to represent future congestions of the users.

In [4], the network virtualization substrate, which is composed

of a slice scheduler and a flow scheduler, has been designed

for virtualization of wireless resources in cellular networks.

The slice scheduler isolates and reserves resources for multiple

network slices whereas the flow scheduler allocates resources

to the data flows of each network slice for data transmission.

Comparison between physical and virtual resource sharing has

been carried out in [5] and it is shown that virtual resource

sharing provides better performance at the cost of complexity.

In [8], a RAN multi-tenant cell slicing controller (RMSC) is

devised to manage resources and balance loads among the

network slices using a utility optimization approach. Resource

distribution among base stations (BSs) in multi-tenant het-

erogeneous cellular networks has been investigated in [9]. In

[10], a multi-tenant C-RAN architecture is proposed and a



resource allocation framework is designed to perform capacity

allocation between VNOs.

Nevertheless, despite these research efforts, numerous is-

sues remain to be addressed. Most notably, RAN sharing

considered in [3]–[5], [8], [9] was mainly studied under the

traditional cellular architecture, which will no longer be able

to support the current rapidly growing demand for broadband

multimedia services. Moreover, the studies in [3]–[5], [8]–[10]

have mainly focused on sharing capacity, spectrum, physical

resource blocks (PRBs) and BSs whereas the computational

resources in the BBU pool and the capacity of the fronthaul

links have not been considered as part of the resource sharing

among multiple tenants. Therefore, a comprehensive virtual

resource management and network slicing framework for

multi-tenant C-RANs is non-existent, this forms the motivation

of our work.

In this paper, we define network slicing as a network

virtualization and sharing process in which the computational

resources of the BBU pool, the capacity of the fronthaul

links, the wireless radio resources and the physical RRHs

are shared among multiple tenants. Our objective is to design

a comprehensive virtual resource management framework for

small cell networks. In particular, we focus on the downlink

and consider the H-CRAN architecture as the base of this

study. The main contributions are summarized as follows:

1) We propose a system model of multi-tenant H-CRANs

and redefine network slicing as a process of sharing

computational resources of the BBU pool, the fronthaul

capacity, the radio resources and the physical RRHs

among the tenants.

2) We formulate the resource allocation problem as a

weighted sum rate maximization problem whereby the

weights corresponds to the priority of the tenants, subject

to the constraints of fronthaul capacity, computational

capacity of virtual machines (VMs), transmission power,

user association, user admission and co-tier interference

constraints.

3) We show that the resource allocation problem is a

non-convex mixed-integer programming problem and

propose an efficient resource allocation algorithm based

on dual decomposition, whose complexity will also be

analyzed.

The rest of this paper is organized as follows: Section II

describes the proposed system model of the multi-tenant H-

CRAN and formulates the resource allocation problem. A

sub-optimal resource allocation algorithm is developed for the

problem formulated in Section III. In Section IV, performance

evaluation of the proposed resource allocation framework is

presented and discussed. Finally, Section V concludes the

paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We propose a system model for a virtualized multi-tenant

H-CRAN shown in Fig. 1. In this model, we quantify the

computational resources of the BBU pool as the number of

VMs that can be created in the BBU pool. Each VM serves

Fig. 1. Multi-tenant H-CRAN.

as the virtual BBU for each data flow. For simplicity, we

assume that each data flow corresponds to one user. It is

noteworthy that the computational resources of the BBU pool

are limited. Thus, admission control of data flows becomes

part of the resource sharing process. Here, we denote V as the

set of VMs that can be supported in the BBU pool. Another

assumption is made whereby all fronthaul links have equal data

rate capacity. Depending on the service-level agreement (SLA)

between the H-CRAN provider and the tenant, the H-CRAN

may require to ensure that a minimum data rate is achieved

for each user belonging to the tenant. Here, we assume that

each tenant offers an equal minimum data rate for all of its

associated users. The achievable data rate is also bounded by

the computational capacity of the VMs. Here, we assume that

the computational capacity of all the VMs is equal and is larger

than the minimum data rate required by each user.

In our system model, the H-CRAN provider has their own

users to be served, aside from providing RANaaS services to

the tenants. Here, we assume that these users are served by

the MBS while the users associated with the tenants are served

by the small-cell RRHs. In addition, the MBS relays control

signals to the tenant-associated users for resource allocation.

We adopt orthogonal spectrum allocation between the macro-

cell and small cells, thus alleviating cross-tier interference.

Therefore, we only need to focus on network slicing in the

small cell tier.

We denote N as the set of tenants, S as the set of RRHs,

K as the set of sub-channels, Un as the set of users belonging

to tenant n and U =
⋃

n∈N Un. We define au as the binary

admission indicator of user u whereby au = 1 indicates that

user u is admitted to the network; otherwise au = 0. Also,

we define bsu as the binary association indicator of user u and

RRH s in which bsu = 1 indicates user u associates with RRH

s; otherwise bsu = 0. Further, the binary assignment indicator

of sub-channel k to user u associated to RRH s is denoted by

ωsku whereby ωsku = 1 if the sub-channel is allocated to the

user; otherwise ωsku = 0. The transmission power of RRH s



on sub-channel k for user u is denoted by psku. Besides, we

define the following:

W (u) = wn ∀u ∈ Un, (1)

where wn ∈ (0, 1] is a weighting value that quantifies the

priority of the users associated with tenant n.

For channel modeling, the received signal-to-interference-

plus-noise ratio (SINR) of user u from RRH s on sub-channel

k is given by

Γsku =
gskupsku

∑

i∈S\{s}

∑

j∈U\{u} ajbijωikjgikjpikj + σ2
, (2)

where gsku is the channel gain between RRH s and user u

on sub-channel k and σ2 is the additive white Gaussian noise

(AWGN) power. The achievable data rate of user u associated

with RRH s on sub-channel k is given by Shannon’s formula

as

Rsku = B log2(1 + Γsku), (3)

where B is the bandwidth in Hz of a sub-channel. We assume

that each sub-channel experiences slow and flat fading and the

network is perfectly synchronized.

The network slicing problem of the virtualized multi-tenant

H-CRAN can be formulated as follows:

max
a,b,ω,p

∑

s∈S

∑

u∈U

W (u)aubsu
∑

k∈K

ωskuRsku, (4)

subject to
∑

u∈U

aubsu
∑

k∈K

ωskuRsku ≤ Rfh ∀s ∈ S (4a)

aubsu
∑

k∈K

ωskuRsku ≤ aubsuRmax ∀u ∈ U , s ∈ S (4b)

aubsu
∑

k∈K

ωskuRsku ≥ aubsuRmin,u ∀u ∈ U , s ∈ S (4c)

∑

u∈U

aubsu
∑

k∈K

ωskupsku ≤ Pmax,s ∀s ∈ S (4d)

∑

i∈S\{s}

∑

u∈U

aubiuωikugikupiku ≤ Imax ∀s ∈ S, k ∈ K (4e)

∑

u∈U

au ≤ |V| (4f)

au
∑

s∈S

bsu ≤ 1 ∀u ∈ U (4g)

∑

u∈U

aubsuωsku ≤ 1 ∀s ∈ S, k ∈ K (4h)

psku ≥ 0 ∀u ∈ U , s ∈ S, k ∈ K (4i)

au, bsu, ωsku ∈ {0, 1} ∀u ∈ U , s ∈ S, k ∈ K, (4j)

where a = {a1, . . . , a|U|}, b = {b11, . . . , b|S||U|}, ω =
{ω111, . . . , ω|S||K||U|}, p = {p111, . . . , p|S||K||U|}, W (u) is

the weight function of user u associated to its tenant, Rfh

is the fronthaul capacity, Rmax is the computational capacity

of VMs, Rmin,u is the minimum data rate guaranteed for

user u by its associated tenant, Pmax,s is the transmission

power budget of RRH s and Imax is the predefined tolerable

interference threshold of an RRH on a sub-channel. In (4),

constraint (4a) guarantees that the traffic carried by each

RRH does not exceed its fronthaul capacity. Constraints (4b)

and (4c) ensure that the achievable data rate of each user

is bounded by the computational capacity of VMs while

meeting the minimum bit rate requirement offered by the

associated tenant, respectively. The transmission power of each

RRH is restricted in constraint (4d). In constraint (4e), co-

tier interference experienced on each sub-channel is limited

by a predefined tolerable interference threshold, Imax. The

number of admitted users is ensured in constraint (4f) to be

not exceeding the number of VMs available in the BBU pool,

i.e., |V|, where |.| denotes the cardinality of the set. Constraint

(4g) ensures that each admitted user is associated with only

one RRH. Constraint (4h) enforces that no two or more users

associated with the same RRH receive the same sub-channel.

The transmission power of each RRH on each sub-channel is

ensured to be non-negative in constraint (4i). Constraint (4j)

guarantees that au, bsu and ωsku take only binary values. We

observe that (4) is a non-convex mixed-integer programming

problem, which is generally NP-hard. An exhaustive search

is not viable in this case as the computational complexity

would be of exponential time. In the next section, we design

an efficient resource allocation algorithm to solve (4) based

on a dual decomposition method.

III. SOLUTION ALGORITHM

To design an efficient resource allocation algorithm, we

need to transform (4) into a tractable optimization problem.

Firstly, we express the lower bound of the SINR that can be

experienced by user u associated with RRH s on sub-channel

k as

ΓLB
sku =

pskugsku

Imax + σ2
. (5)

Subsequently, the lower bound of the achievable data rate of

user u associated with RRH s on sub-channel k can be given

by

RLB
sku = B log2(1 + ΓLB

sku). (6)

Then, the lower bound of (4) can be written as

max
a,b,ω,p

∑

s∈S

∑

u∈U

W (u)aubsu
∑

k∈K

ωskuR
LB
sku, (7)

subject to (4d)-(4j) and
∑

u∈U

aubsu
∑

k∈K

ωskuR
LB
sku ≤ Rfh ∀s ∈ S (7a)

aubsu
∑

k∈K

ωskuR
LB
sku ≤ aubsuRmax ∀u ∈ U , s ∈ S (7b)

aubsu
∑

k∈K

ωskuR
LB
sku ≥ aubsuRmin,u ∀u ∈ U , s ∈ S. (7c)

Although the problem in (7) can be solved directly using

the dual decomposition method, it is still computationally

exhaustive because many Lagrange multipliers need to be

updated, thereby resulting in slow convergence. As such, we

first employ a sub-optimal approach to simplify the problem

by solving a and b using Algorithm 1.



Algorithm 1 User admission and association algorithm

1: Set au = 0 and bsu = 0 for all u ∈ U and s ∈ S , Uadm = ∅.
2: Estimate the wideband SINR for all u ∈ U and s ∈ S using (8).
3: Set bsu = 1 such that the wideband SINR received by user u from RRH

s is the largest among all other RRHs.
4: Estimate the weighted user throughput per sub-channel for all u ∈ U

based on the received wideband SINR using (9).
5: Sort all the users in descending order of the weighted user throughput.
6: Add the first |V| users with the highest weighted user throughput into set

Uadm or add all users if the total number of users is less than |V|.
7: Set au = 1 for all u ∈ Uadm.

In Algorithm 1, we first assume that all users are not

admitted and associated with any RRH, i.e., au = 0 and

bsu = 0 for all u ∈ U and s ∈ S, and Uadm is initialized

as an empty set. Subsequently, we associate each user with

an RRH such that the RRH provides the largest received

wideband SINR to the user. The received wideband SINR can

be estimated as

Γwb,su =
ḡsuPmax,s

∑

i∈S\{s} ḡiuPmax,i + σ2
∀s ∈ S, u ∈ U , (8)

where Γwb,su is the wideband SINR received by user u from

RRH s, ḡsu is the average channel gain between RRH s and

user u across the channel bandwidth. After user association,

we estimate the weighted user throughput per sub-channel

based on the received wideband SINR as follows:

Rw,u =
∑

s∈S

W (u)bsuB log2(1 + Γwb,su). (9)

Then, the users are sorted in descending order of the weighted

user throughput and the first |V| users with the highest

weighted throughput values are admitted to Uadm. If the total

number of users is less than |V|, all the users will be admitted

to Uadm.

After solving a and b with Algorithm 1, the problem in (7)

can be reduced to

max
ω,p

∑

s∈S

∑

u∈Us

W (u)
∑

k∈K

ωskuR
LB
sku, (10)

subject to
∑

u∈Us

∑

k∈K

ωskuR
LB
sku ≤ Rfh ∀s ∈ S (10a)

∑

k∈K

ωskuR
LB
sku ≤ Rmax ∀u ∈ Us, s ∈ S (10b)

∑

k∈K

ωskuR
LB
sku ≥ Rmin,u ∀u ∈ Us, s ∈ S (10c)

∑

u∈Us

∑

k∈K

ωskupsku ≤ Pmax,s ∀s ∈ S (10d)

∑

i∈S\{s}

∑

u∈Ui

ωikugikupiku ≤ Imax ∀s ∈ S, k ∈ K (10e)

∑

u∈Us

ωsku ≤ 1 ∀s ∈ S, k ∈ K (10f)

psku ≥ 0 ∀u ∈ Us, s ∈ S, k ∈ K (10g)

ωsku ∈ {0, 1} ∀u ∈ Us, s ∈ S, k ∈ K, (10h)

where Us = {u ∈ U|au = 1, bsu = 1}. Thereafter, we assume

that ωsku = 0 and psku = 0 for all u ∈ U\Us, s ∈ S and

k ∈ K, and employ the dual decomposition method to solve

(10) under the assumption that Slater’s condition is satisfied,

i.e., the duality gap is zero. In fact, it has been proved that the

duality gap for resource allocation in multi-carrier systems is

nearly zero if the number of sub-channels is sufficiently large

[11]. Therefore, the solution to (10) can be obtained by solving

its dual problem.

We first write the Lagrangian function of (10) as

L(ω,p,α,β,φ,λ,µ, τ )

=
∑

s∈S

∑

u∈Us

W (u)
∑

k∈K

ωskuR
LB
sku

+
∑

s∈S

αs

(

Rfh −
∑

u∈Us

∑

k∈K

ωskuR
LB
sku

)

+
∑

s∈S

∑

u∈Us

βsu

(

Rmax −
∑

k∈K

ωskuR
LB
sku

)

+
∑

s∈S

∑

u∈Us

φsu

(

∑

k∈K

ωskuR
LB
sku −Rmin,u

)

+
∑

s∈S

λs

(

Pmax,s −
∑

u∈Us

∑

k∈K

ωskupsku

)

+
∑

s∈S

∑

k∈K

µsk



Imax −
∑

i∈S\{s}

∑

u∈Ui

ωikugikupiku





+
∑

s∈S

∑

k∈K

τsk

(

1−
∑

u∈Us

ωsku

)

,

(11)

where αs, βsu, φsu, λs, µsk and τsk are the Lagrange

multipliers corresponding to constraints (10a)-(10f), respec-

tively. Also, α = {α1, . . . , α|S|}, β = {β11, . . . , β|S||U|},

φ = {φ11, . . . , φ|S||U|}, λ = {λ1, . . . , λ|S|}, µ =
{µ11, . . . , µ|S||K|} and τ = {τ11, . . . , τ|S||K|}. It is noteworthy

that (10g) and (10h) are boundary constraints which will

be absorbed in the Karush-Kuhn-Tucker (KKT) conditions

[12], [13] in which optimal solution is guaranteed. Therefore,

the corresponding terms in (11) can be omitted. Then, the

Lagrangian dual function can be expressed as

D(α,β,φ,λ,µ, τ ) = max
ω,p

L(ω,p,α,β,φ,λ,µ, τ ), (12)

and the dual optimization problem can be formulated as

min
α,β,φ,λ,µ,τ

D(α,β,φ,λ,µ, τ ), (13)

subject to α,β,φ,λ,µ, τ ≥ 0.

To solve (13), we first assume that user u ∈ Us is allocated

sub-channel k, i.e., ωsku = 1. Taking the derivative of (11)

with respect to psku yields the following KKT conditions:

∂L

∂psku
= ωsku(Gsku − λs) ≤ 0, (14)

ωskupsku(Gsku − λs) = 0, (15)



where

Gsku =
(W (u)− αs − βsu + φsu)Bgsku

(Imax + σ2 + pskugsku) ln 2
−

∑

i∈S\{s}

µikgsku.

(16)

From (14)-(15), optimal power allocation can be derived as

psku =





B(W (u)− αs − βsu + φsu)
(

λs +
∑

i∈S\{s} µikgsku

)

ln 2
−

Imax + σ2

gsku





+

(17)

for all u ∈ Us, s ∈ S and k ∈ K, where [x]+ = max(0, x).
Taking the derivative of (11) with respect to ωsku gives the

following KKT conditions:

∂L

∂ωsku

= Hsku − τsk ≤ 0, (18)

ωsku(Hsku − τsk) = 0, (19)

where

Hsku = (W (u)− αs − βsu + φsu)R
LB
sku

−



λs +
∑

i∈S\{s}

µikgsku



 psku.
(20)

From (18)-(19), it is seen that Hsku − τsk ≤ 0 if ωsku = 0
and Hsku− τsk = 0 if ωsku = 1. In addition, one sub-channel

can only be allocated to one user among those associated with

the same RRH, cf. constraint (10f). Hence, given the optimal

p, optimal sub-channel allocation can be obtained as

ωsku∗ =

{

1 u∗ = argmaxu∈Us
Hsku

0 otherwise
∀s ∈ S, k ∈ K.

(21)

Then, upon obtaining the solution {ω,p}, we can solve the

dual problem iteratively using the sub-gradient method [14],

whereby the Lagrange multipliers are updated for all u ∈ Us,

s ∈ S and k ∈ K, as follows:

α(t+1)
s =

[

α(t)
s − δ1

(

Rfh −
∑

u∈Us

∑

k∈K

ωskuR
LB
sku

)]+

(22a)

β(t+1)
su =

[

β(t)
su − δ2

(

Rmax −
∑

k∈K

ωskuR
LB
sku

)]+

(22b)

φ(t+1)
su =

[

φ(t)
su − δ3

(

∑

k∈K

ωskuR
LB
sku −Rmin,u

)]+

(22c)

λ(t+1)
s =

[

λ(t)
s − δ4

(

Pmax,s −
∑

u∈Us

∑

k∈K

ωskupsku

)]+

(22d)

µ
(t+1)
sk =



µ
(t)
sk − δ5

(

Imax −
∑

i∈S\{s}

∑

u∈Ui

ωikugikupiku

)





+

,

(22e)

where α
(t)
s , β

(t)
su , φ

(t)
su , λ

(t)
su and µ

(t)
sk are the respective αs,

βsu, φsu, λsu and µsk at the t-th iteration, and δ1, δ2, δ3,

δ4 and δ5 are the positive step sizes that satisfy the infinite

travel conditions [14]. The process of updating the solution

and the Lagrange multipliers are repeated until convergence

is achieved or the predefined maximum number of iterations,

Tmax has been executed. It is noteworthy that τ is not updated

because the corresponding KKT conditions have already been

fulfilled.

In the proposed algorithm, it can be observed that the

solution {a,b} is obtained after |U|(|S| + 1) function eval-

uations. On the other hand, the sub-gradient method requires

Tmax iterations for completion and 2|K|
∑

s∈S |Us| function

evaluations for each update of the Lagrange multipliers. Thus,

the computational complexity of the proposed algorithm is of

O
(

|U|(|S| + 1) + 2Tmax|K|
∑

s∈S |Us|
)

.

IV. RESULTS AND DISCUSSION

In this section, we present some numerical results of the

proposed network slicing framework. Here, we consider a two-

tenant H-CRAN, which consists of a macrocell, with a radius

of 500 m overlaid by ten pico-RRHs, which are equidistant

between each other within the cell and are located at a distance

of 250 m from the MBS. The number of sub-channels is

set to 100 with each having a bandwidth of 180 kHz [15].

We investigate the throughput performance of the network by

varying the number of users associated with the first tenant,

denoted as VNO 1, while fixing the number of users associated

to the second tenant, denoted as VNO 2, as 50. Other network

parameters are set as follows: Rfh = 1 Mb/s, Rmax = 200
kb/s, Rmin,u = 128 kb/s for all u ∈ U , Pmax,s = 30
dBm for s ∈ S and |V| = 80. For channel modeling,

we consider independently and identically distributed (i.i.d.)

Rayleigh fading with zero mean and unit variance. We also

consider log-normal shadowing which is also i.i.d. with zero

mean and a standard deviation of 10 dB, and the path loss

model: 140.7 + 36.7 log d where d is the distance between

the RRH and the user in km [16]. The noise power spectral

density and noise figure are respectively set to -174 dBm/Hz

and 9 dB [16]. The users are uniformly distributed within

the network. For the proposed scheme, δ1, δ2, δ3, δ4 and δ5
are set following the non-summable diminishing rule [14] and

Tmax = 100. All results are averaged over 100 simulation runs.

Hereafter, we first investigate and compare the network slicing

performance of the proposed scheme with a baseline resource

allocation scheme, which randomly admits users and treats

all tenants with equal priority. The latter scheme is similar

to those used for single-operator cellular networks. Then, the

effect of Imax to the network performance of the proposed

scheme is investigated.

Fig. 2 illustrates the throughput performance of a two-

tenant H-CRAN with different priority weighting values when

Imax = −100 dBm. We notice that the throughput achieved

by VNO 1 gradually increases with a larger number of its

associated users while the throughput achieved by VNO 2

gradually reduces. This is due to the fact that the number

of users associated with VNO 1 increases, which eventually

exceeds that associated with VNO 2. Therefore, more users



Fig. 2. Throughput performance of a two-tenant H-CRAN with dfferent
priority weights.

associated with VNO 1 are admitted to the network. More

importantly, the throughput performance of VNO 1 becomes

lower with a lower w1 while the throughput performance of

VNO 2 becomes higher1. This is because a low w1 gives a

lower probability of admitting the users associated with VNO

1, as evident in (9), and reduces the achievable throughput of

VNO 1 when maximizing (10) while increasing the achievable

throughput of VNO 2. Thus, the priority weight is an im-

portant parameter that defines the “size” of the network slice

provided to each tenant, i.e., the RRHs and the amounts of

computational resources of the BBU pool, fronthaul capacity

and radio resources which are allocated to each tenant. On the

other hand, it can be observed that the proposed scheme with

w1 = 1.0 and w2 = 1.0 outperforms the baseline scheme,

even though both schemes equally prioritize all the tenants.

This thanks to Algorithm 1 in the proposed scheme, which

greedily maximizes the throughput by admitting the user with

the highest achievable weighted throughput. Additionally, the

baseline scheme cannot differentiate the priority of the tenants,

thus it will result in the same performance as in Fig. 2

regardless of the priority of the tenants.

Next, the effects of the interference constraint in (4e)

to the multi-tenant H-CRAN is investigated. Fig. 3 shows

the throughput performance of the two-tenant H-CRAN with

different values of Imax, and w1 = 1 and w2 = 1. It can

be observed that the throughput performance of the VNOs

improves with a lower value of Imax as shown in Fig. 3

where the throughput gain of the network with Imax = −100
dBm over that with Imax = −90 dBm is significant. This

is because the low value of Imax allows for increasing the

transmission power of the RRHs on each subchannel (cf. (17)),

hence the higher throughput gain. However, the throughput

gain gradually reduces with an even lower Imax, as observed

in Fig. 3 where the throughput gain of the network with

1Refer to (1) for the definition of the priority weighting value of a tenant.

Fig. 3. Throughput performance of a two-tenant H-CRAN with different
values of Imax.

Imax = −110 dBm over that with Imax = −100 dBm is small.

This is because the allowable interference level is high enough

to offset the throughput gain. Hence, the value of Imax needs

to be properly tuned such that the network slice provided to

each tenant can achieve optimal network performance.

V. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a new network slicing

framework for multi-tenant H-CRANs. In particular, we de-

fined that network slicing as a process of sharing computa-

tional resources in the BBU pools, fronthaul capacity, physical

RRHs and radio resources. We have formulated the framework

as a weighted throughput maximization problem and solved

it jointly using a greedy sub-optimal approach and a dual

decomposition method. Numerical results show that the user

priority weights associated with a particular tenant is a critical

parameter that scales the network slice provided to the tenant.

Also, the allowable interference level is another important

parameter which optimizes the throughput performance of the

multi-tenant H-CRANs. For future work, we will investigate

the effect of the varying minimum user bit rate and fronthaul

capacity to the network throughput.

APPENDIX A

LIST OF NOTATION

A list of notation used in this paper is given in Table I.
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