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Abstract—Previous studies have identified activated 

regions associated with deceptive tasks and most of them 
utilized time, frequency, or temporal features to determine 
deceptive responses. However, when deception behaviors 
occur, the functional connectivity pattern and the 
communication between different brain areas remain 
largely unclear. In this study, we explored the most 
important information flows between different brain 
cortices during deception. First, we employed the guilty 
knowledge test protocol and recorded on 64 electrodes’ 
electroencephalogram (EEG) signals from 30 subjects (15 
guilty and 15 innocent). EEG source estimation was then 
performed to compute the cortical activities on the 24 
regions of interest (ROIs). Next, effective connectivity was 
calculated by partial directed coherence (PDC) analysis 
applied to the cortical signals. Furthermore, based on the 
graph theoretical analysis, the network parameters with 

significant differences were extracted as features to 
identify two groups of  

subjects. In addition, the ROIs frequently involved in the 
above network parameters were selected and based on the 
difference in the group mean of PDC values of all the edges 
connected with the selected ROIs, we presented the 
strongest information flows (MIIF) in the guilty group 
relative to the innocent group. Experimental results first 
show that the optimal classification features are mainly in-
degree and out-degree measures of the ROI and the high 
classification accuracy for four bands demonstrated that 
the proposed method is suitable for lie detection. In 
addition, the frontal-parietal network was found to be most 
prominent among all the MIIFs in four bands. Finally, 
combining the neurophysiology signification of four 
frequency bands, respectively, we analyzed the roles of all 
the important information flows to uncover the underlying 
cognitive processes and mechanisms used in deception. 

 
Index Terms — effective connectivity, partial directed 

coherence, cortical network, lie detection

Ⅰ. INTRODUCTION 

ying is an inevitable fact of our daily life. It is well known 

that deception is intrinsically a high-level cognitive event 

which involves complex cognitive functions such as executive 

control and working memory representation [1]. Hence, lie 

detection (LD) using neuroimaging (e.g., fMRI) or 

neurophysiological signals (e.g., ERP), has drawn much 

attention in the past 2 decades [2], [3]. Recently, accumulated 

evidence has consistently revealed the high efficiency of ERP-

based LD methods [4]. In addition, a number of methods using 

the ERP have been proposed and successfully used in LD [5], 

[6]. 

  For EEG-based LD, one of the important tasks is to extract 

ERP features to differentiate deceptive from truthful responses 

to the stimuli. Most previous methods, such as the 

bootstrapped correlation difference and the bootstrapped 

amplitude difference, only focused on the information 

extracted from single or several scalp sensors. For example, 

three scalp sites including Fz, Cz and Pz were frequently 

utilized in LD [4]-[7]. Furthermore, in our early reports [8]-

[11], various ERP features at several sites were extracted to 

identify lying behavior. Similarly, most fMRI-based studies 

only explored the brain-activity pattern (or activated brain 

regions) during processing deceptive tasks [1]-[3].  

Cognitive functions are likely to be implemented by 

coordinating interactions of neural assemblies distributed in 

the brain [12]. Extensive evidence indicates that understanding 

brain function not only requires collecting information 

separately from involved brain areas but also requires 

exploring functional interactions across different brain regions 

[13]. Lying is a complex cognitive process involving multi 

brain cortices, which have been demonstrated especially by 

many fMRI-based LD studies [2], [3], [13], [14]. Over the past 

several decades, in spite of extensive EEG-based LD research, 

few studies recording multi-channel EEG signals employed 
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brain connectivity or network methods to detect lying [15]-

[17]. In fact, networks of the brain nervous system have been 

widely used as a way to describe interactions between different 

cortical regions, and to understand the organized behavior of 

cortical regions [18], [19]. Hence, despite high identification 

accuracies frequently reported in existing investigations, the 

brain connectivity pattern and mechanisms underlying 

deception deserve further investigation.  

  There are currently two different types of brain connectivity: 

functional connectivity (FC) and effective connectivity (EC) 

[20]. Compared to the former, EC can provide more interaction 

information with not only strength but also directions between 

the two systems. To date, a number of specific measurements 

have been proposed to estimate EC, such as directed transfer 

function and Partial-Directed Coherence (PDC) [21], [22]. 

Moreover, some of them can only compute EC in the time 

domain, whereas others can search for frequency-specific 

interactions. Indeed, it has been acknowledged that 

information in the frequency domain is more important than 

that in the time domain for understanding EEG signals [23]. 

Hence, to deeply understand the neural processing 

underpinnings of deception, it is necessary to concurrently 

characterize both the spectral and directional properties of the 

brain connectivity, which to our best knowledge has never 

been conducted or reported in the studies related to deception.     

Furthermore, most current studies have performed scalp 

level brain connectivity analysis. Due to the influence of 

volume conduction on the EEG [24], each EEG channel 

measures a mixture of signals coming from different cortex 

locations. As a result, measuring connectivity between these 

scalp channels mostly picks up spurious connections. Apart 

from the above limitation, scalp EEG has poor ability to 

localize brain function results to different cortex regions due 

to low spatial resolution. Hence, evaluating neural activities, 

using brain connectivity measured from scalp EEG is 

unsuitable and would increase the problem of interpreting the 

neural mechanism of lying. To our knowledge, few studies of 

cortical FC and networks have been conducted on EEG-based 

LD [17], and more importantly, no study has yet been devoted 

to the cortical EC during deception processing.   

Abovementioned limitations in current EEG-based LD 

research prevent a deep understanding of the brain function 

mechanism during deception. In this study, in order to fill in 

the theoretical gap in current LD studies, we aimed i) to 

explore the difference in  effective brain connectivity and 

networks on the cerebral cortex between deceptive and truthful 

behaviors, and then to uncover the neurophysiological 

mechanisms of deceptive behaviors and ii) to set up an 

effective machine-learning classification system that could 

distinguish truth-telling from lie-telling based on the features 

extracted from the abovementioned brain networks. For the 

above purposes, first, the cortical current density on the 24 

regions of interest (ROI) was estimated by employing the 

linear inverse procedure [25] on the scalp EEG from two 

groups of subjects. Following that estimation, by applying the 

partial directed coherence (PDC) measurement to cortical 

waveforms, we explored the EC patterns on these ROIs in each 

frequency band of interest. Furthermore, using a graph 

theoretical approach, we characterized topographical 

properties of the above resulting networks, and based on the 

statistical analysis we selected those parameters with 

significant differences between the guilty and the innocent 

groups, which were used to construct feature vectors and then 

fed into a support vector machine (SVM) [9] to implement the 

identification task. More importantly, we finally constructed 

and analyzed the most important EC between the key ROIs 

based on the above resulting network parameters to explore the 

brain neural mechanism underlying deception behaviors. 

Ⅱ. METHOD  

A. Subjects and Ethics statement 

After participants were given a detailed explanation of the 

experimental procedure, they wrote down their informed 

consent. The study was approved by the Psychology Research 

Ethical Committee in South-Central University for 

Nationalities. Thirty healthy right-handed undergraduate 

students were recruited and then randomly divided into guilty 

(7 females, mean age: 21.2 ± 1.2) and innocent groups (7 

females, 21.3 ± 1.5). It was confirmed that all participants had 

no history of psychiatric or neurological illness by a prior 

psychiatric clinical assessment.   

B. Procedure and tasks 

The guilty knowledge test (GKT) [4] was employed, which 

 

Fig.1. Protocol of the stimuli and the experimental design (A) the time 
sequence of the four stages within a trial: fixation stage (0.3 s), stimuli 
presentation stage (0.5 s), responding stage (0.5 s) and resting stages 
(0.2-0.4 s). (B) the experimental design for the guilty and innocent 
groups, respectively. 



IEEE Journal of Biomedical and Health Informatics 

3 

is a type of oddball paradigm and can test a suspect's memory 

about a crime. Six different jewels and their pictures were 

prepared. For the guilty subjects, we gave them two jewels in 

a box and instructed them to steal one and memorize its 

characteristics carefully, which was the probe (P) stimulus, 

while the other one in the box was the target (T) stimulus. For 

the innocent subjects, they only saw one jewel in the box and 

stole nothing, which was the T stimulus. The P stimulus was 

selected randomly from the remaining five objects. For two 

groups, the remaining four pictures were Innocent (I) stimuli. 

The other details can be found in our earlier study [15].  

During the experiment, all participants were asked to try to 

fixate their gaze on the center of the screen in order to avoid 

serious EMG or EOG artifacts. Each trial started with a 

fixation stage (0.3 s) and a cross-fixation in the center of the 

screen. Subsequently, the stimulus lasting for 0.5 s was 

presented, which was immediately followed by a question 

(“Have you seen it before?”) on the center of the screen to 

promote a response within 0.5 s. Responses were presented 

using a button box in their hand with two keys (the left button 

for “Yes” means that the subject has seen the stimuli before the 

recording stage, whereas the right one for “No” means that 

he/she has not seen the stimuli before). During the responding 

stage, the guilty subjects replied deceptively and pressed “No” 

button when they were faced with the P stimuli. However, they 

responded honestly to the T and I stimulus. In contrast, the 

innocent subjects honestly responded to three types of the 

stimuli. The presentation of each stimulus was edited and 

controlled by the E-prime software (version 3.0) according to 

a pseudo-random sequence.  

Finally, each trial ended with a resting stage lasting between 

0.2 and 0.4 s (0.3 s, on average) with a blank screen (see Fig. 

1A). The varied ISI (inter-stimulus interval) was set to avoid 

emotional effects caused by the procedure of the previous trial. 

There were 180 stimuli in total, including 30 T (16.7% of all 

stimuli), 30 P (16.7% of all stimuli) and 120 I stimuli (66.6% 

of all stimuli) in each session lasting about 5 minutes. Each 

subject repeated the above-mentioned session 4 times, and the 

resting interval was 3 minutes. 

At the end of the experiment, each subject was given 100 

RMB. To emphasize the social nature of the lying task, the 

guilty subjects were told before the task that their brain signals, 

eye movement and facial expression will be analyzed after the 

task to determine if they lied. If they successfully concealed 

the identity of the task, they received an additional bonus of 50 

RMB. 

C. EEG recording 

We recorded EEG on 64 standard scalp electrodes and 

referred to bilateral mastoids using a NeuroScan amplifier 

(Charlotte, NC, USA). Electrode impedances were below 5

K . The A/D sampling rate was 500Hz and the bandwidth 

of amplifiers was 0.1-70 Hz. The vertical EOG signal was 

recorded from the right eye (2.5 cm below and above the 

pupil), and the horizontal EOG signal was recorded. Using the 

auto-regressive model in the NeuroScan system, we first 

rejected eye movement from the EEG. Second, visual 

inspection of the EEG was performed and the segments with 

serious saccades and EMG artifacts were excluded. Trials with 

incorrect responses were eliminated from the EEG data, and 

any epochs that had a voltage exceeding ±75 μν were excluded.  

Using the EEGLAB toolbox [26], each continuous EEG 

signal was first cut into epochs from -300 to 1200 ms after 

stimuli presentation. Second, based on the pre-stimuli interval, 

all of the epochs were baseline-corrected. Following the 

correction, an independent neurophysiological expert checked 

the grand average on each electrode for each subject. If no 

P300 was found simultaneously on Fz, Pz and Oz sites in the 

T responses, the subject’s experimental data were excluded. 

The result is that no one was excluded. Third, only for the P 

responses within each subject, we averaged across sequential 

sets of 5 trials to enhance the signal-to-noise ratio of the EEG, 

resulting in 300 averaged P trials (25 trials × 4 sessions × 15 

subjects ÷ 5) for each group of subjects. Finally, from each 

resulting trial, we retained the trial from 0.1 s to 0.7 s after 

stimuli representations, cutting the other time stages, to 

conduct the subsequent analysis.  

D. ROIs selection and cortical activity estimation  

We selected 24 ROIs out of 84 Brodmann areas (BAs) and 

listed them in Table Ⅰ, which are consistently found in most 

current LD investigations using EEG or fMRI. Following the 

definition of ROIs, the cortical activities were estimated by the 

application of the linear inverse procedure [25] from scalp 

EEG signals to the source space. 

In this study, the sLORETA source estimation [27] was 

employed, yielding the cortical activities on the 24 ROIs from 

each trial. sLORETA is based on the smoothest solution of the 

inverse problem as the most plausible one. The solution space 

is restricted to the cortical gray matter in the digitized Montreal 

Neurological Institute (MNI) atlas with a total of 6239 voxels 

at 5 mm spatial resolution. Using sLORETA, the voxel at the 

centroid of each BA was used to calculate the current density 

and hence the results represent the activity of the 

corresponding BA, in which a standard head model of the 

boundary element model in the software was used.                    

The complete analysis procedure is illustrated in Fig. 2, taking 

5 ROIs as an example. 

E. Principle of PDC and EC estimation 

PDC has been widely used in EC analysis[28], which 

represents direct causal influences of one region on another 

 

Fig. 2. Schematic illustration of the pipeline of the proposed method. 
Feature selection I was implemented by applying statistical analysis on 
the original 81 graph-based features separately. The number of 
columns in matrix S is less than that in matrix G based on the statistical 
comparison between the two groups. Feature selection ΙI was 
implemented by combining the F-score with SVM classification. Five 
BAs in the figure are used to exemplify only. 
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[29]. In this study, PDC was selected to characterize EC in the 

cortical space for four principal frequency bands.  

Using the above PDC algorithm, the asymmetric weighted 

connection matrix W  was obtained in each frequency band 

for each trial in the cortical space, in which each matrix 

coefficient 
ijW  corresponded to the PDC value from the ROI 

j to the other ROI i. When i = j, the coefficient in the matrix 

was set as 0. Based on these connection matrices, we 

calculated and obtained 1200 EC networks (300 trials   4 

bands) for each group of subjects, each of which involved 24 

nodes corresponding to the ROIs and 24 23 edges. 

F. Graph analysis for feature extraction  

Graph theory is frequently applied to analyze the structure 

and evolution of complex networks, which provides a powerful 

mathematical framework for characterizing its topological 

properties [29], [30]. We extracted 4 local measures to 

characterize the features of each node, including in-degree 

in
D , out-degree 

out
D , clustering coefficient C  and local 

efficiency 
locE . Also, 4 global measures were extracted to 

characterize the overall property of the network, including 

averaged clustering coefficient 
A

C , characteristic path length 

W
L , global efficiency 

globE  and small world index  [31]. 

For the index  , the BCT toolbox [32] was used to generate 

50 surrogate random networks which were derived from the 

original networks by randomly reshuffling the edge weights in 

the network [30]. 

The result of the above graph analysis was stored as a 600 

  100 matrix (600 networks for two groups) in each frequency 

band, and the dimension of the original feature vector was 100 

(24 nodes   4 local features + 4 global features), which is 

hereafter called the original feature matrix G (see Fig. 2) and 

further processed by feature selection. 

G. Feature selection I based on statistical methods 

There were two steps of feature selection in order to remove 

redundant features. The first step, referred to as feature 

selection I, was conducted by statistics. Statistically significant 

differences were assessed for each feature separately in each 

frequency band using the independent samples t-test with the 

subject type as the grouping variable (df = 598). Considering 

that the number of local features were remarkably more than 

that of the global features, we performed the statistical test 

separately over the global and local features. The Bonferroni 

correction was employed to account for multiple comparisons. 

Thus, for the statistics of local and global features, the alpha-

level was p < 0.01/96 (96 local features) and p < 0.01/4 (4 

global features), respectively. From the above statistical 

analysis, those features without significant differences 

between the two groups were removed from the original 

feature matrix G, resulting in a new matrix for each band, 

referred to as the statistical feature matrix S (see Fig. 2), which 

was subsequently fed into the procedure of the feature 

selection II. 

H. Feature selection II combined with classification 

Table I. The locations of 24 selected ROIs from the segmented 84 Brodmann areas. 

No. Hemisphere BA Anatomical landmark Lobe 
MNI coordinates 

x y Z 

1 L 6 Middle Frontal Gyrus Frontal Lobe -30 -5 55 

2 R 6 Middle Frontal Gyrus Frontal Lobe 30 -5 55 

3 L 7 Precuneus Parietal Lobe -20 -65 50 

4 R 7 Precuneus Parietal Lobe 15 -65 50 

5 L 8 Superior Frontal Gyrus Frontal Lobe -20 30 50 

6 R 8 Superior Frontal Gyrus Frontal Lobe 20 25 50 

7 L 9 Middle Frontal Gyrus Frontal Lobe -30 30 35 

8 R 9 Middle Frontal Gyrus Frontal Lobe 30 30 35 

9 L 10 Frontopolar area Frontal lobe -25 55 5 

10 R 10 Frontopolar area Frontal lobe 25 55 5 

11 L 13 Insular cortex Occipital Lobe -10 -90 0 

12 R 13 Insular cortex Occipital Lobe 10 -90 0 

13 L 24 Dorsal anterior cingulate cortex Limbic lobe -5 -50 5 

14 R 24 Dorsal anterior cingulate cortex Limbic lobe 5 -50 5 

15 L 32 Dorsal anterior cingulate cortex Temporal Lobe -45 -55 -15 

16 R 32 Dorsal anterior cingulate cortex Temporal Lobe 45 -55 -15 

17 L 40 supramarginal gyrus Frontal Lobe -50 20 15 

18 R 40 supramarginal gyrus Frontal Lobe 50 20 15 

19 L 44 Precentral Gyrus Frontal Lobe -50 10 15 

20 R 44 Precentral Gyrus Frontal Lobe 50 10 15 

21 L 46 Middle Frontal Gyrus Frontal Lobe -45 35 20 

22 R 46 Middle Frontal Gyrus Frontal Lobe 45 35 20 

23 L 47 Inferior prefrontal gyrus Frontal Lobe -30 25 -15 

24 R 47 Inferior prefrontal gyrus Frontal Lobe 30 25 -15 

MNI：Montreal Neurological Institute; BA：Brodmann area; R：right; L：left. 
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The second step of feature selection is called feature 

selection ΙI. We applied the wrapper strategy [33], [34] to 

select an optimal feature subset by combining with a 

classification procedure. Fig. 3 illustrates this strategy for each 

band. First, on the whole feature sample, a 15-fold subject-

wise cross-validation (SWCV) [8], [35], [36] method was used. 

Specifically, in each fold of the SWCV, the samples of the 28 

subjects (14 guilt and 14 innocent subjects) were used as 

training data Dtra, whereas the samples from the remaining two 

subjects were used as testing set Dtes in order to assess the 

generalizability of the classification model. Subsequently, the 

F-score, a typical feature selection method, was performed on 

the training set Dtra. The details of this method can be seen in 

our previous studies [9], [35] and other reasearches [37]. [38]. 

Following the SWCV, a 10-fold CV [3], [8], [11], [35] was 

applied on Dtra to overcome the overfitting problem. Hence, 

we constructed 10 pairs of subtraining set Dstra and validation 

set Dval, in which Dstra was used to train the classifier and the 

set Dval  to assess the trained classifier, respectively [8], [38] 

The evaluation measures for the classification system include:   

a) Balanced Validation Accuracy (BVA): For each training 

set Dtra, by using the 10-fold CV, BVA was the average of 

10 pairs of sensitivities and specificities. In order to 

compare the BVAs with different feature subsets and 

classifier parameters, we obtained the optimal feature subset 

and classifier when the BVA reached the highest level. Note 

that the above optimal results might be different for different 

set Dtra. 

b) Balanced Testing Accuracy (BTA): Testing the above 

trained classifier using the set Dtes with selected optimal 

features as the feature vector, we obtained a BTA (an average 

of the sensitivity and specificity). Hence, by using the 

SWCV, we obtained the average of all the 15 BTAs, which 

is reported as ABTA ± SD (mean ± standard deviation) in 

this study. Due to the possible different results of optimal 

results when using different pairs of set Dtra and set Dtes, we 

decided on the final optimal feature set and corresponding 

optimal classifier (and its parameters) when the BTA 

reached the highest level among all the 15 BTAs, which we 

reported.   

For each training, we selected SVM (support vector machine) 

classifier [8] with a RBF, (radial basis kernel function) 

(
2

/
( , )

x y g
K x y e

− −
= ) as the classifier [39] and the radial 

width of the function g set from 2-5 to 25 with a step of 2; the 

regularization parameter was set from C = 2-5 to 25 with a step 

of 2 during each training procedure. 

I. Analysis of the most important information flow on 

ROI  

We focused on measures that could reflect more complex 

workload in the specific brain regions during lying, relative to 

truth telling. Hence, among the above resulting optimal feature 

subset, we selected the measures whose value was significantly 

greater in the guilty group than in the innocent group, which 

hereafter is referred to as focused measures. Subsequently, for 

the ROI involved in each local focused measure, we calculated 

the difference in the group mean of PDC values of all the edges 

connected with the ROI. Finally, we sorted the above 

differences in descending order for each ROI, resulting in a 

maximum difference value for each ROI (i.e., the strongest 

information flow in the guilty group relative to the innocent 

group) which is hereafter referred to as the most important 

information flow (MIIF) for each ROI for each measure.  

Ⅲ. RESULTS 

A. EC matrix estimation  

Using the PDC method on each cortical trial on the 24 ROIs, 

the weighted connectivity matrix W in each interested 

frequency band was obtained. The two group mean matrices in 

each band are shown in Figure 4. By visual inspection, obvious 

differences in PDC values between the two groups can be 

found on some pairs of ROIs in each band. 

 

Fig. 3. Flow chart of the feature selection (FS) and classification. The 
dataset and computation results are expressed in italics. The green and 
blue lines represent the input of the training set and testing set, 
respectively. CV: cross validation. SWCV: subject-wise CV. BVA: 
balanced validation accuracy; BTA: balanced testing accuracy. 
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B. Feature selection I  

Using the graph theory, a feature vector of 100 dimension 

was extracted from each EC network, resulting in the feature 

matrix G. Firstly, examination of the normality of distribution 

was performed on each feature. The result shows that the 

condition of normality of the distribution was not satisfied on 

most of the features. Hence statistical analysis was performed 

with nonparametric independent sample Wilcoxon rank-

sum (Mann-Whitney) and the result reveals that there are 61, 

64, 67 and 59 features with significant differences between the 

two groups in four bands, respectively. Hence, the statistical 

matrix S was obtained with 61, 64, 67 and 59 columns for the 

four bands, respectively. 

C. Feature selection II and classification 

The feature selection II combined with the classification was 

performed on the statistical matrix S. Fig. 5 presents the 

classification performance results as a function of the number 

of the sorted features. As observed in Fig. 5, the accuracy 

reached the maximum value when a few features were used for 

all four bands. In addition, we obtained the optimal feature 

Table Ⅱ. Classification accuracy (mean ± SD) for the four bands 

Frequency 

bands 

Classification accuracy The number of 

the optimal 

feature subst 

Training Testing 

Sensitivity Specificity Sensitivity Specificity 

Delta  99.67 ± 0.0012 97.41 ± 0.0060 97.00 ± 0.0532 96.05 ± 0.0699 17 

Theta  99.59 ± 0.0056 97.52 ± 0.0058 98.67 ± 0.0281 98.33 ± 0.0527 8 

Alpha  100.00 ± 0.000 99.63 ± 0.0035 98.52 ± 0.0322 99.00 ± 0.0316 16 

Beta  99.56 ± 0.0023 99.70 ± 0.0016 98.44 ± 0.0422 99.67 ± 0.0105 20 

 

 
Fig. 4. Grand averaged PDC connectivity matrices of the innocent and guilty groups in four frequency bands. Each matrix is a 
24*24 square matrix, where X axis and Y axis correspond with the ROIs, and each cell represents the mean strength of the 
PDC between specific pairs of regions. The strength of the PDC is indicated with a color scale, from blue (PDC = 0) to red 
(PDC = 1). 
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subset based on the highest BTA. The result shows that there 

are 17, 8, 16 and 20 features constructing the optimal feature 

subset and the corresponding BTA are 96. 53%, 98.50%, 

98.76% and 99.06% for the four bands respectively. Finally, 

the accuracy results are reported in Table Ⅱ along with the 

number of the optimal feature subset for the four bands. 

D. The most important information flow for ROI 

The group means of the optimal features were compared and 

are shown in Fig. 6. First, it shows that most of the values of 

the guilty group are significantly lower than those in the 

innocent group for the four bands. Second, only one globe 

measure (Lw, in delta band) is included in the optimal feature 

subset for four bands. The focused measures were obtained and 

are listed in Table Ⅲ. It shows that most of these measures are 

in and out degrees. Furthermore, the MIIFs for the ROIs in 

those focused measures were calculated and are reported in 

Table Ⅳ, along with the EC group mean on each MIIF. 

Specifically, for the local measure 
locE _32L, the input flow 

and out flows on BA 32L were analyzed separately using the 

proposed method. Interestingly, there are all negative 

differences in group mean on the output flow on BA 32L 

between the two groups (i.e., the EC value on each output flow 

from BA 32L in the guilty group is lower than that in the 

innocent group). Hence, we only selected the input MIIF on 

BA 32L to construct EC networks. The above results are 

summarized in Table Ⅳ. 

Based on this result, the EC networks constructed by the 

MIIFs are illustrated in Fig. 7 for each band. Using the 

independent samples t-test separately on EC values of each 

MIIF as shown in Table Ⅳ, we found them all to have 

significant differences between the two groups (p < 0.003 with 

Bonferroni correction). 

IV. DISCUSSION 

A. Cortical functional connectivity during deception 

Current EEG-based lie detection methods are primarily 

based on few electrodes and employed in the time-frequency 

features of ERPs instead of the cortical current density. 

Furthermore, most fMRI-based studies only focused on 

activated brain cortices during a subject’s engagement in a 

deceptive task. Throughout the past decade, although much 

knowledge has been acquired about activated brain regions or 

extracted features on the EEG using various deception tasks, 

little attention has been focused on brain functional 

cooperation in different brain regions during deception. We 

utilized PDC as a new lie detection method to characterize 

network patterns on the brain cortex. PDC was selected to 

characterize EC in the cortical space for four principal 

frequency bands. To our knowledge, no deception 

investigation has yet been conducted exploring the direct 

causal influences of one brain region on another region in 

different frequency bands. Furthermore, we assessed the 

MIIFs between different cortices in different bands to analyze 

the cognitive processes and brain activity mechanisms 

underlying deceptive tasks. The details about these MIIFs are 

as follows.   
1) Frontal-parietal network and its contribution to the lying 

behaviors 

The involvement of the frontal-parietal network in the 

behavior of lying has been repeatedly reported in a variety of 

lying studies. Fig. 7 shows that the communications within the 

cortices from the frontal-parietal network, including BA 7, BA 

9, BA 10, BA 44, and BA 46, are the MIIFs on all four bands. 
Within the frontal cortex, first, a large amount of the most 

recent evidence has consistently indicated that the involvement 

of the dorsolateral prefrontal cortex (DLPFC) is frequently 

involved in cognitive processes related to attention or the 

detection of motivationally salient stimuli [41]-[45]. In our 

protocol, the P stimuli are more highly salient for the guilty 

than that for the innocent. In a MEG study, Ishii et al. [46] also 

demonstrated that synchronization in the delta band is highly 

associated with the attention and memory updating processes. 

In this study, within the DLPFC, the MIIFs include the 

connectivity between BA 9R and BA 46R on the delta band, 

which might indicate stronger attention on P stimuli and more 

process load of the working memory for the guilty group, in 

contrast to the innocent group. 

Table Ⅲ. The focused measures 

Measures Delta Theta Alpha Beta 

outD _ 46R ● ● ● ● 

inD _ 44R ● ● ● ● 

inD _ 7LR   ● ● 

outD _ 10R   ● ● 

outD _ 10L    ● 

inD _ 13R    ● 

_ 32L    ● 

 ●    

Symbol ● denotes the measure is in the band 

locE

WL

Fig. 5. Classification performance as the function of the number of the 
features for the four bands. Curve represents the ABTA and the ribbon of 
the curve denotes the SD of the ABTA using 15-fold SWCV.  
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Second, meta research showed that the ventrolateral 

prefrontal cortex (VLPFC) is often activated in the process of 

various lying tasks [47]. Abe et al., indicated that the VLPFC 

is engaged in the process of inhibiting honest answers [48]. 

These studies demonstrated its function of inhibitory control in 

working memory. The MIIFs in our study include two 

connectivity within the VLPFC: between BA 10L and BA 44R 

on alpha and beta bands. Based on previous findings, these two 

flows may suggest that the subjects in the guilty group inhibit 

the truthful response and hence altering the truthful response, 

which could be partly consistent with reports that the alpha 

desynchronization is generally related to the difficulty of a task 

and also the increased demands for attention or cognitive load 

or motor control. In sum, we speculated that the information 

flows within the VLPFC might reflect how guilty subjects put 

more attention and cognitive skills in completing a more 

difficult task. Specifically, the guilty subjects made additional 

efforts needed to “overcome” the inhibited true response, 

compared with the innocent subjects 
Third, we can see from Fig. 7 that there are two MIIFs 

between VLPFC and DLPFC (from BA 46R to BA 44R on 

theta band and from BA 10L to BA 9L on beta band). 

Combined with the previous findings regarding the functional 

significance of theta rhythm synchronization between two 

cortices [49]-[54], we hypothesized that the MIIF from BA 

46R to BA 44R might represent the brain activity of the 

episodic memory and new information encoding. In addition, 

although current related studies about the functional 

significance of the beta band suggest that its oscillation is 

associated with visual perceptual decision-making [55], 

considering the above discussed brain function of BA 10 and 

BA 9, we speculated that the information flow from BA 10L 

to BA 9L shows that the guilty subjects were required to inhibit 

not only the truthful response but also the truthful memory, 

which is worthy of future research.  

Fourth, although many studies have demonstrated the 

synchronization activation of the premotor cortex (BA6) and 

frontal cortex when deceptive behaviors occurred [56], [57], 

whether and how these brain regions communicated has not 

yet been deeply investigated. In our study, the influence of BA 

46R to BA 6L on delta, alpha and beta bands further 

demonstrated that during deception, there is communication 

between the premotor cortex and frontal cortex, and we 

speculate that, this result might reflect how the frontal cortex 

gives an instruction or command to the premotor cortex to 

complete specific tasks related to response inhibition and 

selection. 

Regarding the information flow between the frontal and 

parietal cortices, we found a total of 4 MIIFs, in which the 

precuneus (BA 7) played a prominent role. The contextual 

system, however, mainly involved the prefrontal cortex. In 

contrast, the attentional system includes the parietal and insular 

cortex and subcortical nuclei. First, Langleben et al., reported 

the synchronization and activation of the frontal and parietal 

cortices in a lie detection study and showed that the attentional 

orientation system is always involved in the visual target and 

Table Ⅳ.  MIIFs (most important information flows) and corresponding group mean on each band 

Measures 

MIIFs and group mean of PDC 

Delta Theta  Alpha Beta 

MIIF Guilty Innocent MIIF Guilty Innocent MIIF Guilty Innocent MIIF Guilty Innocent 

_46R 46R→9R 0.2215 0.0004 46R→6L 0.2719 0.0140 46R→6L 0.4185 0.0514 46R→6L 0.4160 0.0526 

_44R 44R←7L 0.2377 0.0012 44R←46R 0.2075 0.0182 44R←10L 0.1468 0.0085 44R←10L 0.0757 0.0526 

_7L       7L←46R 0.2236 0.0201 7L←46R 0.1574 0.0099 

outD _10R 

inD _7R 
      10R→7R 0.2453 0.0013 10R→7R 0.2053 0.0005 

outD _10L          10L→9L 0.1417 0.0379 

inD _13R          13R←47L 0.1178 0.0153 

locE _ 32L          32L←7L 0.1417 0.0153 

outD

inD

inD

 
Fig. 6. Comparisons in the feature values between the two groups. All 
the comparisons yielded significant differences as determined by the 
independent sample t-test, two tailed. Error bar denotes SD of the 
mean. The values are given in the form of the mean ± SD. The local 
features of ROI are given in the form of the name of the measure _the 
name of BA (L: left; R: right). 
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novelty processing, while the working memory system is 

involved in contextual processing [1]. Furthermore, humans 

have two separable and parallel control networks, i.e., frontal-

parietal and cingulo-opercular networks [58]-[60]. Previous 

studies have reported that completion of various tasks, 

including episodic memory, retrieval and self-processing 

operations require the involvement of the precuneus [61]. 

Since various tasks are inseparable from participation in this 

brain area combined with the function roles of the frontal 

cortex (DLPFC and VLPFC) reported in most previous lying 

studies, we speculated that the information flows including BA 

46R to 7L and BA 7L to BA 44R indicate a completed episodic 

memory retrieval circuit ( communication between the brain 

areas of episodic and working memory), which suggests more 

load of the memory-related and executive control processes 

when guilty subjects faced P stimuli in contrast to the innocent 

subjects. Some lie detection studies have suggested that 

frontoparietal activation may reflect executive functioning 

[62]. Some researchers also found the activation of the frontal-

parietal network in the delta band [63] and proposed that it is 

involved in top-down processes during task-switching [64], 

[65]; others argued that it represents the higher cognitive and 

executive response load in guilty subjects [58]. For the 

information flow on alpha and beta, previous studies have 

shown that alpha oscillations are consistently implicated 

during task switching [66] and experimental results indicated 

stronger desynchronization in alpha and beta activity within 

brain areas of the fronto-parietal network when a switch in task 

was performed. Hence, three information flows from BA 46 

and BA 10 to BA 7 on the alpha/beta band, and from BA 47L 

 

Fig. 7. The MIIFs for each band. Each ROI is represented in a different color. There are 2, 2, 4, 7 MIIFs for delta, theta, alpha and beta 

bands, respectively (also see Table Ⅲ), and they are represented with arrows that move from a cortical area (source) toward another one 

(target). The flows’ color and thick code the difference of EC group mean between the two groups. The 3-D EC network is drawn using the 
eConnectome toolbox ([40]). 
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(VLPFC) to BA 13R (insular) on the beta band demonstrate 

not only the cooperation of the attentional system and 

contextual processing system in higher bands, but also the 

stronger frontal-parietal network's involvement in task 

switching during the lying behavior, compared to the innocent 

behaviors. 

2) ACC and its MIIFs  

Among the MIIFs, there is a flow from BA 7L to BA 32L 

(Dorsal anterior cingulate cortex, ACC). First, many fMRI-

based deception investigations have reported increased 

activation in the ACC, and distinguished this region from 

DLPFC in functional roles in the process of lying and 

suggested its function of monitoring stronger cognitive 

conflict [41], [48], [67]-[71]. Furthermore, most studies have 

demonstrated that the beta oscillations were associated with 

visual perceptual decision-making [55]. Considering the 

episodic memory function of the precuneus (BA 7) during 

deceptive tasks, one reasonable inference for the finding of this 

beta MIIF is that after guilty subjects saw the stolen objects, 

the precuneus cortex was activated by the episodic memory 

function, and subsequently, stronger conflict occurred which 

was monitored by the ACC. Overall, when a guilty subject saw 

a stolen object, a more complex or difficult recognition and 

also a stronger conflict monitor was elicited, compared with 

the truth-telling tasks.    

B. Classification of the deception response 

It is worthy pointing out the importance of the feature 

selection of the two steps. Especially since we emphasize that 

based on those features with significant differences between 

the two groups, which were selected in the first step, we 

combined a classification strategy with F_score algorithm to 

select the final features, aimed at achieving high classification 

performance. The classification result shows that truth-telling 

could be differentiated from lying with a high BTA of 99.06%, 

taking the beta band as an example (see Table II). According 

to our viewpoint, only the features with high classification 

performance could represent the important difference in neural 

activity between truth-telling and lie-telling. 

C. Network parameters based on graph theory 

Graph theory can extract local and global features in 

connectivity patterns. Using this approach, we finally 

proposed several focused measures to construct an optimal 

classifier for each frequency band. These proposed measures 

imply more extra workload in specific brain regions during 

lying, relative to truth telling. Among these measures, we can 

clearly find some important “hub” in the effective connectivity 

network, including BA 7, BA 44, BA 46, and so on. In fact, the 

MIIFs were derived from these crucial brain regions. In sum, 

for the study of deception the implication of the graph theory 

was critical in exploring the important information flows 

between critical cortices. From the optimal feature subset, we 

only focused on and selected the measures whose values were 

significantly greater in the guilty group than in the innocent 

group. Due to limited space, we neglected the other measures 

in this study. Thus, whether those neglected measures hide 

valuable information on the brain mechanism of deception 

remains to be explored in a future study. 

D. Limitations 

Although our findings are novel, some limitations are worth 

considering. Firstly, EEG signals from 64 channels were 

recorded. However, theoretically, only enough recording 

electrodes could obtain an accurate location of all cortex 

sources. Insufficient electrodes could affect the accuracy of 

source location. In addition, we selected the ROI based on 

most of the previous lie detection studies. For example, the 

difference in the experimental protocol between the present 

and the studies may have resulted in the difference in brain 

activity. Furthermore, we have not source located neural 

activity on the non-cortex. However, some researchers found 

the involvement of thalamic nuclei [41] or caudate nucleus 

during deception [72], [73]. The above named factors would 

result in insufficient investigation into the neural process, brain 

cooperation between different brain regions and the biological 

mechanisms of deception.  

Secondly, our protocol designs probably could not 

sufficiently cover possible real-life instructed lying scenarios. 

To address this issue, we tried to imitate crime scene true 

stories of crime and detection. In spite of this effort, some 

emotional components (e.g., fear and anxiety that should be the 

essential components in the deception from real life) could not 

be covered by the condition of the mock crime. Currently, 

some researchers have argued as to whether the protocol in LD 

studies should include as many emotional elements as possible. 

In addition, we did not investigate the effect of the 

countermeasure on the lie detection. Some researchers have 

demonstrated that simple countermeasures could affect the 

GKT [56]. A future study could, therefore, improve the GKT 

protocol using a new design to resist a countermeasure.  

Furthermore, PDC method was employed to analyze 

effective connectivity in four different frequency bands. 

Accordingly, the MIIFs obtained here were presented in four 

bands. Although our interpretation of most of the MIIFs is 

basically consistent with current research findings, there is still 

difficulty in interpreting some information flows. For example, 

why does the connectivity between BA 10L and BA 44R occur 

in the beta band? It is commonly accepted that there are 

different brain functions for different EEG oscillations. 

Unfortunately, there is no extensive research that has been 

conducted on the specific brain function of each EEG 

oscillation. Thus, combining our understanding of the 

neurophysiology of different EEG frequency bands with the 

findings of EEG information flows to explore the neural 

mechanism of the deception deserves deep investigation.  

Finally, a growing number of studies on neuroscience have 

reported great advantages of fusion features. For example, Sun 

et al. suggested that combining the recording of the EEG and 

fMRI could provide more complete and richer information 

from spatial and temporal variation features [74]. Hence, one 

of the future research goals is to employ multimodal fusion 

approaches to provide more spatiotemporal information of the 

neural process during deception and hence enhance the 

accuracy of LD. 

Ⅴ. CONCLUSION 

In the present study, we aimed to analyze cortical effective 
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connectivity in order to detect deception by adopting partial 

directed coherence on cortical potentials estimated from multi-

channel EEG. First, our results indicate that between lying and 

telling the truth there is a significant difference in the brain 

communication and cooperation mode reflected by the 

proposed and most important information flows between 

different brain cortices. Based on the experimental result 

obtained from the application of graph theory tools to the 

functional connectivity networks, we distinguished the liars 

from the innocent subjects using the SVM-based classification 

mode. The results strongly support the view that it is 

reasonable and feasible to utilize the PDC method in source 

space to detect deceptive responses and hence to differentiate 

guilty subjects from innocent subjects. Furthermore, some 

important communications especially between the frontal 

cortex and the parietal cortex are involved in and supported the 

lying behaviors. Particularly, based on the findings of the 

MIIFs, we found evidence that three systems are involved in 

brain cognitive activity of deception behaviors. Specifically, 

the attention system represented by the parietal cortex, the 

contextual system represented by the frontal cortex and the 

conflict monitoring system represented by the ACC 

cooperated to complete working memory updating, episodic 

memory retrieval, task switching and response inhibition. The 

connectivity related to the frontal-parietal networks are most 

discriminating, implying crucial roles for this network in the 

processing of deception. In contrast to most previous LD 

studies, this investigation provides a new research method for 

LD and the present findings broaden our understanding of the 

brain cooperative mechanism underlying deception. 
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