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Abstract take part in generating SPAM and Distributed Debpial
Service (DDOS) attacks.

Detection and blacklisting of malicious web pagas h

en the subject of several research projects. One
Ceffective approach is to build virtualised envircamts

like high interaction client honeypots (Seifert 0Z@)

Malicious web pages are an emerging security concer
the Internet due to their popularity and their it be
serious impact. Detecting and analysing them amg v
costly because of their qualities and complexitiasthis

paper, we present a Ilghtwe_|ght scoring me_chanlsmn U where suspicious web pages are loaded, executed and
uses static features to identify potential malisi@ages. n\,niored to track potential malicious activities o
This mechanism is intended as a filter that allassto behaviour. The virtualised environment allows tiisbe
reduce _the numbe_r suspicious web Pages requinng Mysne \without allowing any malware to be propagated
expensive a_naly5|s by other mechanisms that_ reGUlfoduction systems. While this method shows very
loﬁd'ﬂg aﬂd mterpret?tl_on of thg web pages t_ord:ge efficient results in term of detecting unknown ekis, it is

}’.\: ether they are malicious OEi enlgf;nl. Given ite sil & expensive in terms of the resources required teigeoa
liter, our main aim s to reduce false pOSIivesI® ;i alised environment containing a complete ofiega
minimising false negatives. The scoring mef:hamsm hsystem and is relatively slow with each visit takimp to
been developed by identifying candidate staticust of 14 geconds. To attempt to reduce the required ressu
malicious web pages that are evaluate using artatl,q increase the speed of the detection methouiope
selection algorithm. This identifies ”‘e.'T‘OSt agprate o (Seifert 2007a) has proposed using a hybrid
set of features that can be used to efficientiyirdisish 50500k where web pages are first filtered using a
between benign and malicious web pages. Theserésatyjghyeight mechanism before being passed to theemo

ar? ulsed to const;uct a sckg)rmg a}lgor|thm_ tTamqu to expensive high-interaction mechanism. Our work $esu
C?]CU at_ea(sjcore ora}/v?]_ page s potentrlla r_majmmess. on improving the efficiency and effectiveness oftth
The main advantage of this scoring mechanism Co‘mbarlightweight mechanism.

fo a binary classifier is the ability to ma_ke adeeot There are three main issues that we have explored i
bgftweenh accuragy anfd pet:formance. Th'sd allowhs us design of our lightweight mechanism. Firstlye w
adjust the number of web pages passed to the MQig.: oyr mechanism to be lightweight in terms of it

expensive analysis mechanism in order to tune 8vergysgrce requirements. Therefore our mechanism is a

performance . data-mining algorithm that uses features derivedhfthe
Keywords Internet Security, Drive-by-download, static web page rather than runtime features gather
malicious web page. through the expensive process of loading the weje pa

) into a web browser within a virtual environment.isTh
1 Introduction paper proposes a set of features that have begnadat

A “malicious web page” refers to a web page thahrough analysis of known malicious web pages. &hes
contains malicious content that can exploit a ¢l&de features are then evaluated by feature selectichatde
computer system. This attack is delivered to cleeweb in order to find out the most suitable feature &gt
browser when a malicious web page is requesteds Thijentify potential malicious web pages. Secondlye w
type of attack is termed web-based client-sidecktt@he \yant our lightweight mechanism to be tuneable toval
attack is delivered as part of the web page itaetf is ys to control the number of pages passed througheto
designed to exploit client-side vulnerabilities suas mgre expensive mechanisms such as high interaction
flaws in the implementation of browser functionglit honeypots. This allows us to manage overall system
interpreters  of active content within webpages Operformance. This has led us to develop a lightiteig
scriptable client-side components such as Activeiyechanism that computes a score rather than a esimpl
components. The result of an attack is often thginary malicious/benign classifier (Seifert, Welemd
installation of malware in the client system withdbe komisarczuk 2008)By choosing the threshold that must
user's consent and disclosure of user’s informatii®e pe reached before passing on the web page, thalbver
user's computer is often “owned” by attacker anth caperformance can be tuned to reflect overall peréorce
constraints. Thirdly, we believe that it is worseniss a
potential malicious web page (a false negative)ntha
Copyright © 2011, Australian Computer Society, IncisT incorrectly class a web page as malicious (a false
paper appeared at the 9th Australasian InformaSecurity positive) and pass it onto the second stage fahdur
Conference (AISC 2011), Perth, Australia. Conferentes analysis. Therefore, our aim has been to design a
Research and Practice in Information Technology (CRPITmechanism that minimises the number of false neggti
Vol. 116. C. Boyd and J. Pieprzyk, Eds. Reproduction \yhjist keeping the false positives at an acceptéglel.

academic, not-for profit purposes permitted progitias text is Note that when taking resource usage into accchatt t
included.




there will most likely be a relationship betweenr ouPanayiotis 2009). Spam is a common technique which
choice of threshold value and the false negatite aad intruders use to lure user to their malicious welggs.

part of our interest is in understanding this ielahip. For instance, spam emails can contain a links to a
malicious web page. Web blogs and social networking
2  Background and Related Work sites are also abused to get users to visit makicgites
) ) (Garrett, Travis, Micheal, Atul and Kevin 2008n I
21 Web-based Client-side Attacks addition, some legitimate sites have third-partyteats

As the number of Internet users has increaseafke access counters, advertisements which refer to
significantly, web-based attacks that use maliciaed malicious sites (Alme 2008, Provos, McNamee,
pages to exploit users’ system have become a pyimayavrommatis, Wang and Modadugu 2007, Websense
concern in the Internet security. A web-based tigte 2008, Barth, Jackson and Mitchell 2009). Moreover,
attack happens when an Internet user visits malkcieeb  gegrch engine are also abused by attackers in trdmt
pages which attempt to exploit the user's browsgisers to visit their malicious sites. Popular seasrms
vulnerabilities, plug-in application vulnerabilise or zre used to make malicious web pages be displayttbi
user’s operating system vulnerabilities in order tQegrch results (Keats and Koshy 2009, Alme 2008,
compromise the user's system. Barth, Jackson and Mitchell 2009, Gyongyi and @arc

A web  application is defined as an networkyolina 2004, Websense 2009) so there is a veg hi
application which is typically interacting witha@hweb  chance for their malicious sites to be visited.
browser over the Internet (Mehdi 2007). Informatio  \when a user visits a malicious site, malicious ents
service providers use web applications to deliV@irt are delivered to exploit the user's system. Malisicode
services to users. To do that, they implement thej§ ysually used to target a specific vulnerabitity the
business logic through web applications at a webese \eh browser itself or plug-in applications (JosalfR
with an advertised URL (Gollmann 2008). To enrictHelen and Yi-Min 2007, Charles, John, Helen, Opher
their services, the providers can use more thanvegt® ang Saher 2007). To discover available vulnetislin
server and backend servers and applications whark w the yser's system, adversaries abuse scriptingosupia
incooperation in order to deliver services to thgayaScript, Visual Basic or Flash to collect infation
customers. In the client-side, there is the mapliegtion gpout the user's computing environment (Provos,
— web browser which users use to access informatiqficNamee, Mavrommatis, Wang and Modadugu 2007).
services from the providers. In order to expandrthepmoreover, obfuscation is used to hide exploit cadle
functionalities, almost all web browsers supportind order to make malicious pages hard to be detected
third-party plug-in components such as Adobe Actoba(seifert, Welch and Komisarczuk 2008, Seifert Zif0
Adobe Flash, Apple QuickTime, and Microsoft ActiveX geijfert, Steenson, Holz, Yuan and Davis 2007).

To deliver malicious content to the client-side, an |5 addition, Seifert's study about malicious web
adversary first needs to publish malicious contentthe gervers shows that there are some available web
Internet. Compromising a web server is one of thgypjoitation kits (Seifert 2007b). These web eitplion
common ways to deliver malicious con';ents. Variougits are very powerful in term of compromising web
methods are reported to be used to increase attagtvers and delivering malicious contents. Thelrémm
effectiveness (Websense 2008, Sophos 2009, SeanSgs kind of attacks is usually to redirect useesjuests to
2009, Symantic ~ April 2009, ScienceDirect 2008malware distribution networks. In addition, othetated
Websense 2009). Intruders can compromise a welfsite researches also show that malicious web pages are
exploiting some vulnerabilities in the web servergelivered by malware distribution networks (Provos,
exploiting a vulnerable web application (Syman#gril  Mayrommatis, Abu and Monrose , Wang, Beck, Jiang

2009), vulnerable database applications such as S@hd Roussev 2006, Jianwei, Yonglin, Jinpeng, Miragh
injection (Niels, Moheeb Abu and Panayiotis 2009xy|y, Weimin and Yuejin 2007).

ScanSafe 2009, Microsoft 2009). The results fthim

compromising are inserting malicious contents whiah 2.2 Redated Work

be delivered to the client-side system (Niels, Mdhe |n this section, we preview some current analysis

Abu and Panayiotis 2009, Microsoft 2009). Somenethods which are used to detect malicious web page

vulnerabilities in web server and web applicati@re They are classified into three main approachesaige

reported as a very common issue(Provos, Mavrommatigpproach, state-change approach and machine Igarnin

Abu and Monrose , Symantic April 2009). Web 2.Gapproach.

technology, in addition, has become a common

environment for attackers to spread their maliciou®.2.1 Signaturetechnique

contents (Websense 2008, Adam and Meledath 2008).In the signature approach, detection systems use

Visitors are allowed to put arbitrary HTML and thegn known signature to detect malicious web pages.

insert malicious codes into websites, insert lirtks Signatures can be from some well-known Intrusion

malicious sites or even upload malicious files ()&sy Detection Systems (IDS) or anti-virus applicatiombis

McNamee, Mavrommatis, Wang and Modadugu 2003&pproach is commonly used in the detecting syst&ngu

Adam and Meledath 2008, Patsakis, Asthenidis arldw interaction client honeypot. Snort signatureised to

Chatzidimitriou 2009, Lawton 2007). detect malicious web pages in their HoneyC system
After publishing their malicious contents on the We (Seifert, Welch and Komisarczuk 2007). The HTTP

attackers must get users to visit the malicious pefpes responses from web servers are constructed unddr XM

in order to make exploitation (Niels, Moheeb Abuwlanformat, and then analysed against Sport signatures.



Monkey-Spider system, lkinci, Holz and Freiling als method used to choose features according to thyeassH
used signature approach to detect malicious wehditee DHML knowledge. The chosen features have to meet th
contents of websites are crawled and stored is.fildhe requirement for abilities against obfuscation wxumacy.
crawled contents are then scanned by ClamAV — &n anThree groups with 171 features were chosen. Theye a
virus application (lkinci, Holz and Freiling 2008) 154 features used to count the use of native Java
functions. Nine features are also used to measume s
222 Statechange technique (rule-based elements inside a HTML documents. There is 8 acs@nc
technique) features are used to count the use of ActiveX dbjac
In addition, state-change approach is commonly uséke first step, 965 benign and 176 malicious wefepa
in the detecting systems using high interactiorentli were collected, analysed and labelled manually. The
honeypot — one of the efficient instruments to diete malicious web pages were then categorized into piae
malicious web pages. The main idea of this apprasch defined types based on the skill used by attacKers.
monitoring the state change in the client systemindu order to study about choosing type of featuresatitbors
visiting an URL time. If there is any unauthorizsthte took some experiments with different chosen feature
change during visitation, the visit URL is classifias Decision tree algorithm is used in these experiment
malicious. In the Strider HoneyMonkeys system, &Vhile using all features cannot get high true pesiand
monkey program loads a browser, instruct it totvésich low false positive result, the combination of thfeatures
URL and wait for a few minutes for downloadingcan get very good result. The authors also comptred
process. The state changes in the system is thentelé results of different classification algorithms withe use
against unauthorized creating executable filesegistry of all the features. Four classification algorithosed in
entries in the system (Wang, Beck, Jiang and Reoussthis comparison are decision tree, Naive Bayes, S¥ill
2006). Moreover, to detect drive-by-download attackboosted decision tree. The result showed that dlosted
Moshchuk, Bragin, Gribble and Levy use event trigge decision tree got the best performance with higke tr
They create some trigger conditions to track uranigkd positive rate and low false positive rate.
activities in process creation, file system andisteg To detect malicious web pages, Liang (Bin, Jianjun,
system. The trigger conditions also include anynetleat Fang, Dawei, Daxiang and Zhaohui 2009) proposed th
makes browser or the system crash. During visitatio concept of abnormal visibilities. According to thei
an URL make a trigger fire, it is classified as afes studies, malicious web pages are usually changéuein
(Moshchuk, Bragin, Gribble and Levy 2006). Thetesta display modes in order to be invisible or almostisible.
change approach is also used by Xiaoyan, Yang, JiEhe authors showed three main forms of abnormal
Yuefei and Shengli in their client honeypot systémn visibility. The first one is changing the width ahdight
collect Internet-based malware. A behaviour momiwr attributes of iframe in order to make embedded crals
module is conducted to track malicious behaviotr. kodes invisible or almost invisible. Setting thespday
hooks native API, DLL functions and TDI in order tostyle of iframe ‘display: none’ is the second fowh
monitor all activities causing buffer overflow, &ssing abnormal visibility. The last form is generatingpiine tag
system resources such as process, network, fild, adynamically in order to make obfuscation. Abnormal
registry (Xiaoyan, Yang, Jie, Yuefei and Shendli0g). visibility fingerprints are created and used to edét
malicious web pages. Each web page is scanneddotde
2.2.3 Machine Learning Approaches any form of abnormal visibility. The detected valire
Seifert et al. (Seifert, Welch and Komisarczuk 00 any kind of abnormal visibility is compared with a
proposed a novel classification mechanism to detegireshold value. If the detected value is less ttan
malicious web pages. This method is based on HTTRreshold value, the web page has an abnormalilitisib
responses from potential malicious web serverstwhie and is considered as a possible malicious pageafiy
then analysed to extract potential maliciousut the experiment, the authors detect 60 websites
characteristics. The method was used in a hybstesy reported malicious by StopBadWare.org. They scanned
in which all URLs are classified by static heudsti 66882 pages from these websites and found 30561
method and sent to high interaction client honeyipot malicious one. They also figured out that theitteyshas
verification. To classifying URLs by static heuitst |ow false positive (1.99%) and false negative rates
method, some common attributes are chosen based (r63%).
three proposed main elements in malicious web pages Ma et al. (Ma, Saul, Savage and Voelker 2009a)
exploit, exploit delivery mechanism and obfuscati®he pinpointed a new approach to detect malicious vaep
first step in this method is collecting maliciousda named lightweight URL classification. In this apach,
benign web pages and then extracting potentidbatés they classify web pages based on relationship twe
from these web pages. In learning step, all aftebu URLs, their lexical and host-based features. Itsdoet
extracted from 5,678 instances of malicious and®, yse contents of web pages in detection. Lexicalifea
instances of benign web pages were fed into Wekia wiinclude any features which make the page ‘look
J4.8 decision tree learning algorithm implementatithe  different’. They can be the length of the host-name
outcome classifier from learning step was usedassffy  |ength of the entire URL, number of dot in URL asul
61,000 URLs. This classifier had very good falseifdee  on. Hosted-base feature include IP address piepert
rate (5.88%) but very high false negative rateX8%). ~ WHOIS properties, Domain name properties and
Hou et al proposed a machine learning approach geographic properties. Naive Bayes, SVM and Logisti
detect malicious web content (Hou, Chang, Chenh LaRegression are used for classification. The autbheesl
and Chen 2009). The key point in this researcthés two experiments in their study. The first experinisrfor



comparing between feature sets. The features wereWhile there is a few of works focusing on identifyi
divided into nine feature sets and these sets feer@nto  malicious web pages, this paper presents a mechdnis
the C1l-regularized logistic regression (LR) classifiersdetect potential malicious one in order to reducminer
The results showed that using more features gderbetof suspicious web pages which need to be investigat
classification accuracy. In addition, their anothefurther by detection instruments or experts.

experiment (Ma, Saul, Savage and Voelker 2009ty wa

conducted to build online learning algorithm toatét 3  Scoring Mechanism

malicious web pages. They used the same featuteeas This work focuses on how to reduce number of
experiment (Ma, Saul, Savage and Voelker 2009&9uspicious web pages but minimize missing attagks.
There were three online algorithms implementedscoring mechanism is proposed to work as a filteicty
Perception, Logistic Regression with Stochasticd@nmat ~classifies suspicious web pages into classes: heméh
Descent and Confidence-Weight. They compared thedages and potential malicious web pages. Only piaten
online learning algorithm with Support Vector Mauwdi malicious web pages are forwarded to detectionogsvi
(SVM). The results showed that SVM needed morer experts for further investigations (Fig. 1).

training data set in order to get better accuragytheir

algorithms did not. fmmmm Potential

| Malicious *

To build an inductive learning model to detect yrLs | Mscl?rin'g | URLs | petection Devices |

malicious web pages, Liu et al. (Liu and Wang 2009 [ echanism ™ OrExperts |

? | works as a filter | | |

extracted features from HTTP responses such aséfra [ | el I
javascript, body redirect, css redirect etc. Thauative Figure 1: Scoring M echanism

learning model consisted of behaviour signaturesetba  We propose scoring mechanism because of three
on extracted features and the relationship of featurhe reasons. Firstly, it works as a filter, not a ficddssifier
results from their experiment showed that the itidac so it just makes an estimate by scoring maliciossrod
learning model missed many malicious web pageseb pages. Secondly, it uses static features wtaohbe
(46.15%). obtained without rendering fully or executing wedgps.

Chia-Mei et al (Chia-Mei, Wan-Yi and Hsiao-ChungHowever, they are less valuable than run-time featu
2009) proposed a model to detect malicious web pag@&hich are extracted by rending fully and executingb
based on unusual behaviour features such as ewmgodipages. Therefore, static features are likely good f
sensitive key word splitting and encoding and somgetecting potential malicious web pages. Finalbprig
dangerous JavaScript functions. To classify webepag algorithm can make a trade-off between number of
they created a scoring mechanism which cored bas€d detected potential malicious web pages and falgative
predictor variable. Moreover, weights for each s rate (missing attack). The key idea to proposeisgor
variable were decided by training phrase. The tesulmechanism is to reduce number of suspicious wekgag
from their experiment showed that their model warkewhich need to be inspected by detection devices or
very well. However, their dataset was very smalthwi experts, but not missing any attack.
460 benign and 513 malicious web pages.

Shih-Fen et al. (Shih-Fen, Yung-Tsung, Chia-Mei3.1 Feature Selection
Bingchiang and Chi-Sung 2008) proposed a novel The first step on feature selection is to identify
semantics-aware reasoning detection algorithm tectle potential malicious features which can distinguish
malicious web pages (SeAR) which was based drmetween benign web pages and malicious one. By
structures of HTML codes. Firstly, they defined ptates analysing the selected common malicious web pages,
for HTML codes. For each tested HTML code, thdind that there are three main groups of malicious
distance between the tested HTML code and templatesntents of web pages as follows:

were calculated. Secondly, the best match was ohose - Foreign contents are malicious contents which are
based on the distance and weight of the templatelly, loaded from outside along with suspicious web
threshold was used to make decision whether webspag pages. These contents can be loaded with
were classified as malicious or benign. The outctnme suspicious web pages by some of malicious
this research is very good but their dataset hdg b7 HTML tags such as frame, iframe, image
malicious instances (no benign one). source... Ilframe is especially known as very
Cova et al. (Cova, Kruegel and Vigna 2010) presgnt common method to load outside malicious web
a novel approach which used anomaly detection and pages along with suspicious one (Provos,
emulation to identify malicious JavaScript Code.eTh Mavrommatis, Abu and Monrose). In almost all of
features were chosen based on sequence of cawying cases, foreign malicious contents are resulted
an attack: redirection and cloaking, de-obfuscation from compromises or uncontrolled third-party
environment preparation, and exploitation. Theyuaty contents such as advertising and site hit counters.
that not all of the features were necessary foatack - Script contents are known as the most common
happening and classified the features into two gsou malicious contents of malicious web pages. In
useful features and necessary features. To extract almost all of cases, script codes are used for two
features, they used emulated HTML browser HtmlUnit main purposes: delivering and hiding malicious
(Gargoyle). They carried experiments on over 115bw codes by obfuscations. We identify some of
pages and their approach achieves very good outdome potential malicious features from scripts which
comparison to other approaches such as ClamAV, could distinguish between benign web pages and

PhoneyC and Capture-HPC. malicious web pages, such as script size, string



size, word size, charactenformation gain must have both malicious and benig
distribution... instances. There are 26 potential features seldmdsdd

- Exploit code contents are the core contents afn information gain (Table 1).
malicious web pages. They are target specific
vulnerabilities in web browsers, plug-ins or3.2 Scoring Mechanism
operating systems. Some of HTML tags known as Our scoring algorithm works based on the concept of
delivery of potential malicious codes are appletstandard score which measure how many standard
object, embed... However, there are rarelyleviations a value of observed attribute is famfrthe
malicious codes found in this direct form. Inmean (Carroll and Carroll 2002). Each instancethisese
almost cases, exploit codes are encoded in scrigiges of scores based on three groups of conténtelm
with obfuscations to hide from detection devices. pages: Foreign content score, script content seoc

argument size,

Table 1: Appropriate Featuresfor Identifying

According to our analysis, we select 52 potential
features from these main malicious contents. iéature
appears more than once, we use four values to meedsu
at the first sight: minimum, maximum, mean and raadi
However, only one measured value for each featsire

Potential M alicious Web Pages

chosen for scoring algorithm.

Secondly, we use information gain as a measurement
to choose high valuable
Information gain for an attributeis defined as follows:

method

features

IG(S,a) = Entropy(S) — Tyeq < * Entropy(S,)

Where S is collection of instance$, is a subset of S
with relevant valuev of attributea.
information gain an observed attribute obtains,higher
value it contributes to the process to identify ioialis
web pages. The training dataset which is usedltwlcde

The greater

Feature | Group 1: Foreign Contents exploit content score.
A group score of instance x is calculated as foflow
1 Number of .redirection ngec(x) _ Z LM
2 Number of iframe and frame tag e 5,
3 Number of enema_l link in iframe ?nd frame tag Where g is an attribute group which can be foreign
4 Ifrar_"e and frame link 'e”?“hf Median — content group, script content group or exploit eomt
° s?#im;vowel character in iframe and frame fink: | o 1. 5 is an attribute of gg, is value of attribute of
6 Ratio of special character in iframe and frame instancex; 8,is a standard deviation of attributewhich
link: Minimum is estimated during training a set of benign instan.,
7 Number of external links (except iframe and is mean of attributa which is estimated during training a
frame) set of benign instances.
8 Other link length: Minimum The greater score an instancéas in each group, the
Group 2: Script Contents more likely it is classified as potential maliciodsgss. If
9 Number of scripts Tyis chosen as a threshold for content grgup order to
10 Number of script lines identify potential malicious instances, the rule of
11 Number of script word classification is as follows:
12 Ratio of special character in scripts _ potentialy malicious if 3g € G: ng(x) > Tg
13 Script length: Minimum X= { otherwise, x is benign
14 Script line length: Minimum Any page will be classified as potential malicidbat
15 Script string length: Maximum has a group score greater than the threshold Vatubat
16 Script word length: Minimum group.
17 Script function argument length: Minimum .
Group 3: Exploit Contents 4  DataCollection
18 Number of objects To get dataset for our experiments, we firstly ecil
19 Number of applets candidate web pages which include both maliciou$ an
20 Object link length: Maximum benign one. To collect benign web pages, we cohliett
21 Ratio of special character in object links search terms from Google Search Engine (Google0)201
22 Ratio of vowel character in object links and then feed these search terms to Yahoo API| wetise
23 Number of object attributes: Median (Yahoo 2010) to get top 10 URLs from the search
24 Applet link length: Minimum results. In addition, we collect malicious web mf@m _
5 Ratio of special character in applet link some of common public announced malware and exploit
26 Ratio of vowel character in applet link websites  like  Blade-defender.org,  Clean-mx.de,

Paretologic.com, Malwaredomainlist.com. These setec
web pages are verified by our Capture-HPC, a high
interaction client honeypot (Seifert and Steen2999).
Secondly, we create a low interaction client homéyp
which interacts with web servers to request for the
selected web pages. The HTTP responses from web
servers are extracted based on the attributes lasid t
otential values described on Table 1. We totadiject
3646 instances of web pages, including 33422 rost
benign web pages and 224 instances of mali@oes

onls  Experiments

To evaluate our scoring mechanism, we divide datase
into two subsets as follows:
Training dataset consists of 20,000 benign
instances and it is used for training scoring
algorithm to calculate mean and standard
deviation for each attribute.



- Testing dataset contains 13,646 instances wits using lightweight static features, capability nake
13,422 benign instances and 224 malicious on&rade-off between number of potential malicious web
This dataset is used to test the scoring mechanisages and false negative rate (that is, missirajtank).

The experiment is carried in three steps. Firstly, Three main groups of malicious contents are idieqtif
training dataset is fed into our scoring mechanism in this paper. Based on these contents groups, we
order to calculate some statistic values such aanmeextracted 52 potential features from both maliciansl
standard deviation. Secondly, we calculate groupesc benign web pages. Information gain is used in otder
for each instance in the testing dataset. Eachrigsthas identify 26 potential features. Each web page Ihaset
three types of scores: foreign content score, scdptent scores corresponded to three contents groups. fdidss
score and exploit content score. Finally, we adjustre chosen for each content group. A web page is
threshold score values in each group in orderrid fhe classified as potential malicious web pages ifas tat
relationship between false negative rate and theben least one group score higher than threshold.

of identified potential web pages. The proposed scoring mechanism is initially tesiad
13,646 instances with 224 malicious web pages. The

6 Results result shows that there is capability to make traffe
between number of potential malicious web pages and

1> missing attacks.

09 . FNR This work however has some limitations, which are
identified and required for future works. FirstlyJimited

0.8 number of malicious samples (224 instances) may not

07 - present all statistical characteristics of malisioweb
pages. Secondly, only information gain feature e

0.6 - method is used in the feature selection proceskerOt

05 - feature selection methods could be investigatedriter

to have a good comparison. Thirdly, there are three
0.4 - contents groups with three thresholds but theiozlghip
between them in order to form the overall scoréawitly

03 1 one overall threshold has not identified yet.
0.2 -
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