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Abstract—This paper applies the concept of hybrid framework
for perceptual video coding (PVC) during the ‘in-loop’ stages
by extending it to the prediction stage. As low complexity
environments of mobile phones and tablets are increasingly
used to capture video, PVC is not occurring here due to the
high complexity of perceptual algorithms. Being able to encode
using PVC will enable distortion to be merited by non-linear
perceptual means than by uniform cost. While ideally, existing
perceptual assessments of Structural Similarity (SSIM) is used,
it is not processor friendly. The hybrid framework involves
applying an additional low complexity perceptual assessment on
top of existing Sum of Absolute Differences (SAD) and Sum of
Absolute Transform Differences (SATD) only where distortion
is perceptually significant. Consequently, the results show an
increase in timing of < +4% and < +6% for video encoded
with low delay P and random access profiles respectively, which
is complexity competitively to other PVC solutions. This also
affects bit redistribution with large reductions in bits allocated
to signalling, —5 to —25%, with increases in small, medium
and large block sizes. Visually, the proposed encoder encourages
larger blocks on perceptually homogeneous regions and more
dynamic smaller block where boundaries for textures or activity
is occurring. This work can be extended to allow for perceptual
quantisation to enable bandwidth reduction while maintaining
perceptual quality.

I. INTRODUCTION

Increasingly video is encoded on portable devices and
shared across the Internet. Conversely, video consumption
represents over 75% of all Internet and over half of mobile-
data traffic [1]. Similarly, there is a decline in traditional
computers and a growth in portable devices, allowing greater
computing mobility [2]. While advances in video codec design
on being hardware friendly have allowed video based applica-
tions on devices with limited processing resources. Therefore,
video encoding on phones, tablets and cameras have become
commonplace in everyday environments.

Underlying all these means of extending video into new
applications is the same principle of video encoding, to
represent video content for a given bandwidth. Traditionally,
for a hybrid block based encoder, changes are evaluated at the
block level, within ‘in-loop’ stages of prediction and mode
decision, evaluating to find the optimal sub-block candidates
or combinations of sub-blocks respectively. This evaluation
involves measuring distortion (D) for the level of quantisation

() applied to the bits used to represent the differences (R),
as shown by Equation (1) [3].

Equation (1) can be represented as a convex hull curve,
known as the rate-distortion (R-D) curve, and by adjusting
A the desired bit-rate or distortion level can be met [4].
This means that for higher bandwidths greater bit information
is retained, which for a hybrid block based encoder largely
means less quantisation and an increase in the use of smaller
sub-blocks. As video content changes, the respective R-D
curve would differ, causing a different response R-D curve
as illustrated in Figure 1.

Part of the R-D evaluation is distortion assessment, it
can influence which sub-block candidates or combinations
of sub-blocks are selected. Distortion assessment in video
coding standards, differences are treated with uniform cost,
irrespective of content, which does not match the non-linear
response of the Human Visual System (HVS) [5], [6]. The
HVS is highly complex and not fully understood, however,
through experiments, theories and models have been devised
which provide some insight [7], [8]. This desire to understand
the HVS has been fuelled in the image coding domain, leading
to the several models of Contrast Sensitivity Function (CSF),
Just Noticeable Distortion (JND) and a perceptual assessment
of Structural Similarity (SSIM) [9], [10], [11], [12].

II. BACKGROUND

The progression of video coding into low powered devices
has been possible due to video coding standards integrat-
ing process friendly techniques, as seen with H.264/Advance
Video Coding, (H.264/AVC). Unfortunately, perceptual models
and assessments are not designed for such environments and
led to solutions which offer overall low complexity across
an encoded sequence but operate outside the native ‘in-loop’
stages.

Existing PVC solutions tend to use SSIM as perceptual
means to assess distortion as is it both perceptually effec-
tive and least complex among its peers [13]. Yet, SSIM is
complex relative to existing standard traditional distortion
metrics (STDM) of Sum of Square Errors (SSE), Sum of
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Absolute Difference (SAD) and Sum of Absolute Transform
Difference (SATD). Consequently, existing PVC solutions are
implemented out-side of the native front-end ‘in-loop’ stages
of prediction or mode-decision as illustrated in figure 2.
Furthermore, SSIM is an index and does not provide the
capabilities of a distortion metric since it does not conform to
the triangle equality rule (£) [14]. This means that SSIM is
scaled using non-linear means to be compatible with existing
STDMs, which introduces further complexity, leading to PVC
solutions which reside outside of the native sub-block level
[15], [16]. These existing ‘out-of-loop’ PVC solutions operate
by transforming non-perceptual scores to another value by
mapping against a perceptual R-D curve as shown in figure 3.
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Fig. 2: Existing approach to perceptual video coding

This results in a single perceptual R-D model applicable to
all mode decision choices, than the ideal of each prediction
candidate or mode decision combination being evaluated on
their own perceptual merits [17], [18], [19].

Ideally, distortion should be assessed perceptually, however,
issues of complexity and compatibility hinder it adoption in
limited processing environments. This has led investigations to
understand how SSIM and STDM behave, labelling the rela-
tionship as a non-linear and geodesic-é [14], [20]. When this
relationship was explored at the ‘in-loop’ stage of prediction it
revealed a shared space, revealing that perceptual assessment
can vary depending upon video content [21]. Furthermore, an
insight was uncovered that a component of SSIM, covariance
was the key indicator to map SSIM to STDM, leading to
a novel means to scale SSIM reusing existing values and
low complexity techniques [22]. However, despite encouraging
larger block usage, SSIM is complex relative to existing
STDMs, which can justify pursuing an ‘in-loop’ PVC solution
to influence the sub-block level choices.

To address the high complexity of perceptual assessment
a framework was proposed, to apply perceptual assessment
to candidates on a conditional basis, subject to whether
significant perceptual distortion or activity [23]. This meant
developing a new set of perceptual algorithms based upon
earlier findings and existing perceptual models. Also, to keep
computational demand low, pre-tests were created that sam-
pled the sub-block candidates to determine whether percep-
tual assessment should occur. This meant an ‘in-loop” PVC
solution operated with < +4% increase in timing for medium
and low activity videos, however, it lacked a solution for the
most complexity sensitive stage of prediction. More recently,
the complexity of previous perceptual PVC solutions is being
discussed, and with JND on mode decision transform stage
[24]. This is welcomed, yet it does not operate at the prediction
stage which is highly complexity sensitive.

III. METHODOLOGY

This paper uses the hybrid framework as a means to produce
a perceptual ‘in-loop’ solution, which means that a new
algorithm, a series of tests and a set of thresholds must be
presented [23]. The conditional framework demonstrated that
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tual) model to rescale quantisation



with an algorithm designed specifically for prediction the norm
space is (¢;) and with suitable pre-tests, both compatibility
and complexity can be managed. In particular, this means that
the decision on whether perceptual assessment should occur
is governed by the threshold for the respective sub-block.

A. In-loop prediction algorithm design

Distortion assessment at the prediction occurs with SAD
and Hadamard assessments, both of which are ¢; norm space.
This limits what type of perceptual choices are available for
use, however, the same norm space is represented in rate-
control where the hybrid framework was initially present [23].
Using the same process a new algorithm of additional pixel
cost (APC) will be presented, based upon the SSIM Luma
equation, as described in Equation (2),

2/”’1 X :U’y + Cl

SSIM,(xz,y) =
A R R

2

where p is mean and () is a constant based upon the
maximum pixel range. C;, = KL?, where K is 0.01 and L
for 8 bit Luma is 255, [12]. To use SSIM Luma equation as a
perceptual assessment, its scale must be extended to support
the same norm-space and transformed to be tolerant of darker
regions than lighter regions. This would invert the equation
and match the desired norm space, however, as the rate of
perceptual cost is linear, the equation should be accelerated
with the perceptual model of JND using Equation (3), [11],
[25].

17 x (1—(%”%’/))%)—&—3 bg(x,y) < 127
155 X (bg(z,y) —127) +3  bg(x,y) > 127
3)
where bg(x,y) is the background luminance, in this case
the higher of two pixel pair values. JND is a model based on
the original frame only and has a non-linear response curve,
having a greater tolerance for darker regions than medium
to brighter regions As such, these two perceptual models of
SSIM Luma and JND can be combined to form the proposed
perceptual assessment. This is done by rearranging the SSIM
Luma function as described above and making it in-line with
common perceptual principles, labelling it as 1—S.SIM;. Then
in order to consider this as a perceptual cost, it should be
scaled by the JND background luminance masking visibility
threshold, producing Equation (4)

JND(z,y) = {

APC(z,y) = (2" —1) x (1 — SSIM;)me=UNDeINDy) - (4)

where b is bit-depth. and maz(JND,, JND,) refers to
using the maximum value for either the corresponding original
or reconstructed pixel, which could vary depending upon the
level of quantisation.

B. Proposed APC cross corner subtraction (ACCS)

From the initial paper pre-tests were used to evaluate
whether perceptual assessment was required creating the per-
ceptual pre-test technique of perceptual asymmetric side (PAS)
[23]. Prediction involves evaluating different sub-block sizes,
which under HEVC the largest coding unit (LCU) can be up to
64x64 and can include asymmetric sub-block sizes (width or
height of 12, 24, 48). This means that perceptually assessing
these varieties of sub-block sizes can represent significant
proportion of processing time. Under these circumstances
sub-blocks need to be evaluated faster with less perceptual
accuracy. From this understanding, PAS was adapted for the
sub-block corners, to form Equation (5)

ACCS = [(Apy, — Bpr) — (Crr — Dpp)| > ACCSThre(sSh)

where A to D denote the sub-block corners, 7' is top,
B is bottom, R is right, L is left and ACCS means APC
cross calculation subtraction. ACCS, is where the respective
diagonal corners are subtracted from each other based on their
APC values. The equation was designed to be low complexity,
with only a single absolute function being used.

The use of ACCS on the block corners is limited to four test
points and was designed under an 8x8 sub-block. The choice
of 8x8 is based findings that 8x8 is the optimal window value
for SSIM [26]. Therefore, every whole multiple of 8x8 should
undergo a further process of ACCS to ensure that perceptual
cost is applied where it is suitable. This can be illustrated with
Figure 4 which shows that the two stage process as outer for
the sub-block corners and then as inner, for every 8x8 within.
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Fig. 4: APC cross calculation subtraction (ACCS) outer and
inner (applicable to >8x8 sub-blocks)



C. Design for ACCS threshold in prediction

As mentioned earlier, the pre-test is threshold based, and
the values must be derived to establish, however, as there are
many combination of sub-blocks prediction there are multiple
threshold values. Using raw Luma observations of an 8x8 sub-
block the value of 128 was set, but later doubled to 256 when
a high number of false triggers were observed during visual
simulation. In addition, to extend this process to other sub-
block sizes a non-linear scaling was formulated rounded to
the nearest 8th in Equation (6).

ACCSphresn = (Int(logyo5(2 - blksize) - 32)) -8  (6)

where blksize is the size of sub-block, width times height.
Equation (6) was used to establish the thresholds for var-
ious combinations of sub-block sizes in HEVC as shown
in Table I along with percentage equivalence to the initial
8x8. Equation (6) and Table I illustrate that a non-linear
threshold discourages smaller sub-blocks as it has a relative
lower threshold value compared to larger sub-blocks. Overall,
this means the likelihood of applying additional perceptual
cost is higher for smaller sub-blocks than for larger sub-blocks,
which encourages the use of large sub-blocks.

IV. RESULTS AND DISCUSSION

The testing was conducted on an Intel Core i5-6600K
system with 32GB of RAM using HEVC HM version 16.9.
Eight video sequences were encoded, half under low delay P
(LDP) and the other half under random access (RA) profile.
Only the first half of each video sequence was encoded, 5
seconds worth as this has been deemed sufficient for testing
[27]. Finally, each video sequence were encoded at 1, 2, 4, 8

Blk Width (Threshold)

Hght 4 6 8 12 16 24 32 48 64
4 176 200 216 240 256 272 288 312 328
6 200 224 240 256 272 296 312 328 344
8 216 240 256 272 288 312 328 344 360
12 240 256 272 296 312 328 344 368 384
16 256 272 288 312 328 344 360 384 400
24 272 296 312 328 344 368 384 408 416
32 288 312 328 344 360 384 400 416 432
48 312 328 344 368 384 408 416 440 456
64 328 344 360 384 400 416 432 456 472
Blk Width (as %)

Hght 4 6 8 12 16 24 32 48 64
4 0.69 078 084 094 1.00 1.06 1.13 122 1.28
6 078 0.88 094 1.00 1.06 116 122 128 134
8 0.84 094 1.00 1.06 1.13 122 128 134 141
12 094 1.00 106 1.16 122 128 134 144 1.50
16 1.00 1.06 1.13 122 128 134 141 1.50 1.56
24 1.06 1.16 122 128 134 144 150 159 1.63
32 1.13 122 128 134 141 150 156 1.63 1.69
48 122 128 134 144 150 159 163 172 1.78
64 128 134 141 150 156 163 169 178 1.84

TABLE I: Non-linear threshold and percentage equivalent
(with reference to 8x8) for APC cross corner subtraction
(ACCS).

and 16 Mbps. The encoder and decoder log files provided the
Y-PSNR, timing and bit usage by block size results. While the
SSIM scores were gathered using Video Quality Measurement
Tool (VQMT) [28].

The results are shown in tables I and III indicating that
the average PSNR losses are no more than 0.33 dB and 0.21
dB for LDP and RA respectively across all bit-rates. While the
perceptual losses of 1-SSIM for both profiles are very minor <
0.003. Similarly, in terms of timing the increases for LDP and
RA are < +3% and < +6% respectively including the upper
standard deviation value. The changes to bit usage occurs in
both LDP and RA, with significant reductions in signalling
bits and increases in medium to large size blocks as shown
in figure 5. The results shown are averaged across the five
bit rates, however, to understand the range of differences the
standard deviation (std dev) for bit changes are also shown. The
std dev graphs show that the significant reduction in signalling
is generally across all bit rates, with the exception of Riverbed
which has the highest signalling reduction, which is probably
due to the video content. In the video sequence Riverbed, the
content is highly active and localised, making it very difficult
to encode. Overall, the changes in bit usage is more dynamic
in LDP than in RA, particularly for smaller block sizes.

Examining the decoded frames highlight which partitions
are encoded with residual information. Examples comparing
original and proposed for each profile are shown in Figures 6
and 7 for 1 and 16 Mbps respectively. The original frame
images has partition information from the encoded bitstream is
overlaid with colours of the rainbow representing each block
sizes respectively, red (4x4), orange (8x8), yellow (16x16),
green (32x32) and blue (64x64). In both Figures 6 and 7
white boxes have been superimposed to highlight particular
features. For Figure 6 where there is low bit-rate, the proposed
encoder is able allocate larger sub-blocks for homogeneous
regions and smaller sub-block sizes closer to the video content.
This is shown in Kimono where larger blocks are used on
the background foliage, while in ParkScene smaller sub-blocks
are allocated for the cyclists legs which are moving. While in
Figure 7 where bandwidth is higher, the block redistribution is
more dynamic. The proposed encoder identifies homogeneous
regions where larger blocks or even skip blocks may be
applied. This allows more smaller partitioning or sub-block
sizes to be used where perceptually significant texture is
present.

In the initial hybrid framework, only two video sources were
used, one for RA and another in LDP [23]. This means that
comparing these results with those presented in this paper is

Mbps  AY-PSNR  AI1-SSIM  ATime  ATime Std Dev
1 -0.330 -0.0021 2.55% 0.74%

2 -0.221 -0.0013 2.61% 0.75%

4 -0.123 -0.0040 2.12% 0.89%

8 -0.069 -0.0005 1.79% 0.54%

16 -0.049 -0.0004 1.80% 0.28%

TABLE II: Average changes by bit-rate for low delay p
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(c) Proposed Kimono 16Mbps

(d) Proposed ParkScene 16Mbps

Fig. 7: Frame 77 for Kimono (low delay P) and ParkScene (random access) encoded sequences at 16 Mbps with highlight

partition sizes

Mbps  AY-PSNR  AI-SSIM  ATime ATime Std Dev
1 -0.205 -0.0026 4.95% 0.60%

2 -0.138 -0.0015 4.87% 0.92%

4 -0.086 -0.0008 4.64% 1.35%

8 -0.055 -0.0006 4.41% 1.17%

16 -0.035 0.0009 4.19% 1.07%

TABLE III: Average changes by bit-rate for random access

difficult. However, it is possible to say that by extending the
hybrid framework to support prediction the timing increases
from < 4+4% to < +6%. In terms of PSNR and 1-SSIM
losses, for LDP they are the same, while for RA they have
been are reduced. This is especially true for 1-SSIM where at
the lowest and medium bit-rate of 1 and 4 Mbps, the 1-SSIM
losses are 1/4 of that observed previously, making the overall
1-SSIM losses virtually zero. Comparing the proposed solution
with other ‘out-of-loop’ solutions, they offer bandwidth re-
ductions through perceptual quantisation [15]. However, their
high peak complexity makes them unsuitable for low powered
applications. Where peak complexity is being addressed, the
timing is still three times that shown here in this paper [24].
Therefore, the ‘in-loop’ solution presented here is complexity
competitive to existing PVC solutions.

V. CONCLUSION AND FUTURE WORK

Video encoding is increasing occurring on low powered de-
vices, where the available processing is limited such as mobile

phones and tablets. This presents a constrained complexity
envelope for video coding to operate within. The proposed
in-loop prediction PVC offers a low complexity means to
encode video, suitable for the low powered devices. Having a
in-loop PVC has shown it would allocate larger block sizes
to perceptually homogeneous regions, thus allowing more
dynamic partitioning on perceptually significant regions. In
turn, this work can be extended from bit redistribution to
bandwidth reduction with perceptual quantisation, making it
more attractive solution to adopt.
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